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Abstract. In this paper, we exhibit a sequence of strongly connected ape-
riodic weakly monotonic automata, whose level increases with the number of

states.

1. Introduction

Forty five years ago, Černý [6] presented a family of synchronizing automata
with n states whose shortest reset words have length (n− 1)2 and conjectured that
for every automaton with n states, if there is a synchronizing word, then there is one
with at most (n− 1)2 letters. Several advances have been made towards the proof
of this conjecture [1–5, 7, 8, 11, 13, 15–24], but the general case remains open.
The best known upper bound is (n3 − n)/6, usually attributed to Pin [14], who
reduced it to a nontrivial combinatorial result, that was proved by Frankl in [10].
The full story of this result is actually more complex. The first time it appeared in
the literature was in [9], where it was reduced to a combinatorial result similar to
the one proven by Frankl. Since that combinatorial result was not established at
the time, the paper was eventually forgotten. Later, the bound was rediscovered
independently in [12].

The class of aperiodic automata has received some attention recently regarding
its synchronizing properties. Particularly, in [22] Trahtman established the Černý
conjecture for this class of automata, proving that every synchronizing aperiodic
automaton with n states has a reset word whose length is at most n(n−1)/2. Later
in [24], Volkov introduced the concept of weakly monotonic automaton and proved
that every aperiodic automaton is weakly monotonic. Then he established that
every synchronizing strongly connected weakly monotonic automaton has a reset
word whose length is not greater than bn(n − 1)/6c. This way, Trahtman’s bound
was improved for the case of strongly connected aperiodic automata.

In this paper, we show that given l ∈ N, there is a synchronizing strongly con-
nected aperiodic automaton that is weakly monotonic of level l. The reason to
search for strongly connected and aperiodic automata is the fact that in his paper
Volkov suspects that the bound bn(n− 1)/6c can be further improved for this par-
ticular case. In private communication, Volkov asked the second author whether
there is a bound on the level of weak monotonicity of strongly connected aperiodic
automata, in the hope that such a property would entail fast synchronization.

2. Definitions

Given a complete deterministic finite automaton A = (S,Σ, δ), a binary relation
ρ ⊂ S × S in A is stable if for every σ ∈ Σ and every p, q ∈ S, (p, q) ∈ ρ implies
(δ(p, σ), δ(q, σ)) ∈ ρ. The equivalence closure of a binary relation ρ, denoted by
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Eq(ρ), is the smallest equivalence relation that contains ρ. Of course, if ρ is stable
so is Eq(ρ). A congruence over A is a stable equivalence relation π ⊂ S × S.

Given a congruence π, denote by [p]π the π-class that contains the state p ∈ S.
One defines the quotient automaton A/π as the automaton (S/π,Σ, δπ), where
S/π = {[p]π : p ∈ S} and the transition function δπ is such that for every π-
class [p]π and every σ ∈ Σ, δπ([p]π, σ) = [δ(p, σ)]π.

The complete deterministic finite automaton A = (S,Σ, δ) is said to be weakly
monotonic of level l, see [24], if there is a strictly increasing chain of stable binary
relations ρ0 ⊂ ρ1 ⊂ . . . ⊂ ρl on A such that:

• ρ0 is the equality relation {(s, s) : s ∈ S};
• for each i ∈ {1, 2, . . . , l}, πi−1 = Eq(ρi−1) ⊂ ρi and ρi/πi−1 is a partial

order on S/πi−1;
• πl = Eq(ρl) is the universal relation on S.

A semigroup A is said to be aperiodic if all its subgroups are trivial, which is
equivalent to the property that for every a ∈ A, there is some m ∈ N such that
am = am+1. An automaton A = (S,Σ, δ) whose transition semigroup is aperiodic
is called aperiodic as well.

We say that the automaton A = (S,Σ, δ) is strongly connected if its underlying
digraph G is strongly connected, that is, for all p, q ∈ S there is a directed path
in G going from p to q.

3. A Sequence Of Automata

For each positive integer n, consider the complete deterministic finite automa-
ton An = (Sn,Σn, δn), with set of states Sn = {0, 1, . . . , n − 1}, alphabet Σn =
{σ0, σ1, . . . , σn−1} and transition function δn such that:

• for each i ∈ 0, 1, . . . , n− 2 and each s ∈ S,

δn(s, σi) =

{
i if s < n− i− 1 or s = n− i− 1 ≥

⌈
n
2

⌉
i+ 1 if s ≥ n− i or s = n− i− 1 <

⌈
n
2

⌉ ;

• for every s ∈ S,

δn(s, σn−1) =

{
n− s− 1 if s <

⌈
n
2

⌉
n− s if s ≥

⌈
n
2

⌉ .
Note that

for every n > 1 and every σ ∈ Σn, δn

(⌈n
2

⌉
, σ
)

= δn

(⌈n
2

⌉
− 1, σ

)
. (3.1)

To represent the automaton An we use a n × n matrix over N such that for
i, j ∈ {0, 1, . . . , n− 1} the entry (i, j) is δn(i, σj).

Example 3.1. The matrices that represent the automata A1,A2,A3,A4 and A5

are, respectively:

(
0
)

,

(
0 1
0 1

)
,

0 1 2
0 2 1
0 2 1

 ,


0 1 2 3
0 1 3 2
0 1 3 2
0 2 3 1

 and


0 1 2 3 4
0 1 2 4 3
0 1 3 4 2
0 1 3 4 2
0 2 3 4 1

 .

Lemma 3.2. Let ρ be a stable and transitive binary relation on An. Suppose that
(s, t) ∈ ρ with s 6= t and that there is a nonempty set Ist of consecutive elements of
{0, 1, . . . , n−2} such that for each i ∈ Ist , δn(s, σi) = i and δn(t, σi) = i+1. Suppose
also that for p = min Ist and q = max Ist + 1, δn(s, σn−1) = q and δn(t, σn−1) = p.
Then the relation ρ cannot be antisymmetric.
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Proof. We know that for every i ∈ Ist , δn(s, σi) = i and δn(t, σi) = i+ 1, therefore

δn(s, σp) = p and δn(t, σp) = p+ 1,

δn(s, σp + 1) = p+ 1 and δn(t, σp + 1) = p+ 2,

...

δn(s, σq−1) = q − 1 and δn(t, σq−1) = q.

Since ρ is stable and (s, t) ∈ ρ, we have (p, p+ 1), (p+ 1, p+ 2), . . . , (q − 1, q) ∈ ρ.
Using the transitivity of ρ, we conclude that (p, q) ∈ ρ. But we also have (q, p) ∈ ρ,
because δn(s, σn−1) = q and δn(t, σn−1) = p and ρ is stable. Thus, since p 6= q
because Ist is nonempty, ρ cannot be antisymmetric. �

Lemma 3.3. Let π0
n be the equality relation on An. The only stable partial orders

on An are π0
n, ρ1

n = π0
n ∪ {(dn/2e − 1, dn/2e)} and ρ̄1

n = π0
n ∪ {(dn/2e, dn/2e − 1)}.

Proof. Let ρ be a stable and transitive binary relation on An and suppose that
(s, t) ∈ ρ with s 6= t and {s, t} 6= {dn/2e − 1, dn/2e}. We can assume without loss
of generality that s < t for the usual order on N, otherwise it would be enough
to consider the reverse order of ρ. Since {s, t} 6= {dn/2e − 1, dn/2e}, we have the
following possibilities:

(1) s < t < dn/2e;
(2) dn/2e < s < t;
(3) s < dn/2e < t;
(4) s = dn/2e < t;
(5) s < dn/2e = t.

In case (1), note that the set Ist = {i ∈ {0, 1, . . . , n−2} : n−t−1 ≤ i < n−s−1}
is nonempty. For each i ∈ Ist , we have s < n − i − 1 ≤ t, hence δn(s, σi) = i and
δn(t, σi) = i+ 1. We also have δn(s, σn−1) = n− s− 1 and δn(t, σn−1) = n− t− 1.
This way we are in the conditions of Lemma 3.2 and ρ cannot be antisymmetric,
which means that it is not a partial order.

In case (2), we put Ist = {i ∈ {0, 1, . . . , n−2} : n− t ≤ i < n− s}, which is again
a nonempty set. For each i ∈ Ist , we have s < n − i ≤ t, hence δn(s, σi) = i and
δn(t, σi) = i + 1. We also have δn(s, σn−1) = n − s and δn(t, σn−1) = n − t. This
way we are in the conditions of Lemma 3.2 and ρ cannot be antisymmetric, which
means that it is not a partial order.

In case (3), s < t−1 and so the set Ist = {i ∈ {0, 1, . . . , n−2} : n−t ≤ i < n−s−1}
is nonempty. For each i ∈ Ist , we have s < n − i − 1 < t, hence δn(s, σi) = i and
δn(t, σi) = i + 1. We also have δn(s, σn−1) = n − s − 1 and δn(t, σn−1) = n − t.
This way we are in the conditions of Lemma 3.2 and ρ cannot be antisymmetric,
which means that it is not a partial order.

In case (4), we have (dn/2e, t) ∈ ρ, with t > dn/2e. Since δn(dn/2e, σn−t) = n−t
and δn(t, σn−t) = n− t+ 1, so that (n− t, n− t+ 1) ∈ ρ, we fall again in case (1)
unless n is even and t = n/2 + 1, in which case we have (n − t, n − t + 1) =
(n/2− 1, n/2) ∈ ρ and also (n/2, n/2 + 1) ∈ ρ. But δn(n/2, σn−1) = n−n/2 = n/2
and δn(n/2 + 1, σn−1) = n− (n/2 + 1) = n/2−1, so that (n/2, n/2−1) ∈ ρ, since ρ
is stable. This proves that ρ cannot be antisymmetric because both (n/2, n/2− 1)
and (n/2− 1, n/2) belong to ρ.

In case (5), since {s, t} 6= {dn/2e − 1, dn/2e}, we must have s < dn/2e − 1 and
t = dn/2e, with (s, t) ∈ ρ. Since δn(s, σn−dn/2e) = dn/2e and δn(t, σn−dn/2e) =
dn/2e + 1, we deduce that (dn/2e, dn/2e + 1) ∈ ρ, which falls in case (4), that we
have already treated.
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To finish the proof, it is enough to verify that ρ1
n is a stable partial order on An,

since ρ̄1
n is the reverse order of ρ1

n. In view of (3.1), we deduce that ρ1
n is stable

and it is trivial to check that it is reflexive, transitive and antisymmetric. �

Given a positive integer n, consider the automaton Bn = (Sn,Σn ] {τ}, δ̄n),
where δ̄n is such that for every s ∈ Sn,

δ̄n|Sn×Σn
= δn and δ̄n(s, τ) = dn/2e − 1.

Lemma 3.4. Consider the stable equivalence relation

π1
n = π0

n ∪ {(dn/2e − 1, dn/2e), (dn/2e, dn/2e − 1)}

on An. Then, for every n ≥ 2,

An/π
1
n ' Bn−1.

Proof. Consider the functions

φ : Sn/π
1
n −→ Sn−1 ψ : Σn −→ Σn−1 ∪ {τ}

[s] 7−→

{
s if s <

⌈
n
2

⌉
s− 1 if s ≥

⌈
n
2

⌉ σi 7−→


σi if i <

⌈
n
2

⌉
− 1

τ if i =
⌈
n
2

⌉
− 1

σi−1 if i >
⌈
n
2

⌉
− 1

.

Note that φ is well defined, because the only nontrivial class is {
⌈
n
2

⌉
− 1,

⌈
n
2

⌉
}. For

the same reason, φ is bijective and it is obvious that ψ is also a bijection. Hence,
to finish the proof all we need to check is that the pair (φ, ψ) defines a morphism
between the automata An/π

1
n and Bn−1, that is, for every [s] ∈ Sn/π1

n and every
σi ∈ Σn,

δ̄n−1(φ([s]), ψ(σi)) = φ(δn([s], σi)). (3.2)

We have the following possibilities:

(1) i = dn/2e − 1;
(2) i < dn/2e − 1 and s ≤ dn/2e;
(3) i < dn/2e − 1 and s > dn/2e;
(4) i > dn/2e − 1 and s ≤ dn/2e;
(5) i > dn/2e − 1 and s > dn/2e.

In case (1), ψ(σi) = τ and δ̄n−1(t, τ) = dn/2e − 1, for all t ∈ Sn−1, hence

δ̄n−1(φ([s]), ψ(σi)) =
⌈n

2

⌉
− 1, for every [s] ∈ Sn/π1

n.

On the other hand,

δn([s], σi) =

{
[i] if s < n− i− 1 or s = n− i− 1 ≥

⌈
n/2

⌉
[i+ 1] if s ≥ n− i or s = n− i− 1 <

⌈
n/2

⌉ .

Since [i] = {i, i+ 1} = [i+ 1] and φ([i]) = dn/2e − 1, we have

φ(δn([s], σi)) =
⌈n

2

⌉
− 1, for every [s] ∈ Sn/π1

n.

Therefore, the equality (3.2) holds in this case.
In case (2), ψ(σi) = σi and φ([s]) = s, for s < dn/2e. For s = dn/2e, [s] =

[dn/2e − 1], so it is enough to consider s < dn/2e. It follows that

δ̄n−1(φ([s]), ψ(σi)) = δ̄n−1(s, σi) = δn−1(s, σi) =

=

{
i if s < n− i− 2 or s = n− i− 2 ≥

⌈
n−1

2

⌉
i+ 1 if s ≥ n− i− 1 or s = n− i− 2 <

⌈
n−1

2

⌉ .
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But i < dn/2e − 1 implies n − i − 2 ≥ d(n − 1)/2e, therefore the condition s =
n− i− 2 < d(n− 1)/2e is impossible and

δ̄n−1(φ([s]), ψ(σi)) =

{
i if s < n− i− 1

i+ 1 if s ≥ n− i− 1
.

On the other hand,

φ(δn([s], σi)) =

{
φ([i]) if s < n− i− 1

φ([i+ 1]) if s ≥ n− i− 1
=

{
i if s < n− i− 1

i+ 1 if s ≥ n− i− 1
,

because

i <
⌈n

2

⌉
− 1 implies

(
φ([i]) = i and φ([i+ 1]) = i+ 1

)
. (3.3)

Thus, the equality (3.2) holds in this case.
In case (3), ψ(σi) = σi, φ([s]) = s− 1 and s− 1 ≥ dn/2e ≥ d(n− 1)/2e. Hence

δ̄n−1(φ([s]), ψ(σi)) = δ̄n−1(s− 1, σi) = δn−1(s− 1, σi) =

=

{
i if s− 1 < n− i− 1

i+ 1 if s− 1 ≥ n− i− 1
=

{
i if s < n− i
i+ 1 if s ≥ n− i

.

On the other hand, in view of (3.3), we have

φ(δn([s], σi)) =

{
φ([i]) if s < n− i
φ([i+ 1]) if s ≥ n− i

=

{
i if s < n− i
i+ 1 if s ≥ n− i

,

Thus, the equality (3.2) holds in this case.
In case (4), ψ(σi) = σi−1 and φ([s]) = s, for s < dn/2e. For s = dn/2e, [s] =

[dn/2e − 1], so it is enough to consider s < dn/2e. It follows that

δ̄n−1(φ([s]), ψ(σi)) = δ̄n−1(s, σi−1) = δn−1(s, σi−1) =

=

{
i− 1 if s < n− 1− (i− 1)− 1 or s = n− 1− (i− 1)− 1 ≥

⌈
n−1

2

⌉
i if s ≥ n− 1− (i− 1) or s = n− 1− (i− 1)− 1 <

⌈
n−1

2

⌉
=

{
i− 1 if s < n− i− 1 or s = n− i− 1 ≥

⌈
n−1

2

⌉
i if s ≥ n− i or s = n− i− 1 <

⌈
n−1

2

⌉ .

But

i >
⌈n

2

⌉
− 1 implies n− i− 1 <

⌈n− 1

2

⌉
≤
⌈n

2

⌉
, (3.4)

therefore the condition s = n− i− 1 ≥ d(n− 1)/2e is impossible and

δ̄n−1(φ([s]), ψ(σi)) =

{
i− 1 if s < n− i− 1

i if s ≥ n− i− 1
.

On the other hand,

φ(δn([s], σi)) =

{
φ([i]) if s < n− i− 1

φ([i+ 1]) if s ≥ n− i− 1
=

{
i− 1 if s < n− i− 1

i if s ≥ n− i− 1
,

because

i ≥
⌈n

2

⌉
implies

(
φ([i]) = i− 1 and φ([i+ 1]) = i

)
. (3.5)

Thus, the equality (3.2) holds in this case.
In case (5), ψ(σi) = σi−1, φ([s]) = s− 1 and s− 1 ≥ dn/2e ≥ d(n− 1)/2e. Hence

δ̄n−1(φ([s]), ψ(σi)) = δ̄n−1(s− 1, σi−1) = δn−1(s− 1, σi−1) =

=

{
i− 1 if s− 1 ≤ n− 1− (i− 1)

i if s− 1 > n− 1− (i− 1)
=

{
i− 1 if s ≤ n− i+ 1

i if s > n− i+ 1
.
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On the other hand, in view of (3.5), we have

φ(δn([s], σi)) =

{
φ([i]) if s < n− i
φ([i+ 1]) if s ≥ n− i

=

{
i− 1 if s < n− i
i if s ≥ n− i

.

Thus, equality (3.2) holds in this case as well, concluding the proof of the lemma.
�

Lemma 3.5. Let A = (S,Σ, δ) be a complete deterministic finite automaton and
consider the automaton B = (S,Σ ] {τ}, δ̄), where δ̄|S×Σ = δ and there is s̄ ∈ S
such that, for all s ∈ S, δ̄(s, τ) = s̄. Then for every l ∈ N, A is weakly monotonic
of level l if and only if B is weakly monotonic of level l.

Proof. Suppose that A is weakly monotonic of level l for some natural number l.
Then there is a strictly increasing chain of stable binary relations ρ0 ⊂ ρ1 ⊂ · · · ⊂ ρl
on A such that:

(1) ρ0 is the equality relation {(s, s) : s ∈ S};
(2) for each i ∈ {1, 2, . . . , l}, πi−1 = EqA(ρi−1) ⊂ ρi and ρi/πi−1 is a partial

order on S/πi−1;
(3) πl = EqA(ρl) is the universal relation on S.

It is clear that ρ0 ⊂ ρ1 ⊂ · · · ⊂ ρl is a strictly increasing chain of stable binary
relations on B, since the state set is the same in both automata, the only letter
present in B that is not in A acts as a constant, and all these relations contain the
equality relation. Trivially, condition (1) holds in B. Condition (2) is also verified,
because EqA(ρ) = EqB(ρ) for any binary relation on these automata. Finally,
condition (3) holds for the same reason. Which means that B is weakly monotonic
of level l. The converse is proved in the same way. �

Theorem 3.6. For every positive integer n, the automaton An is strongly con-
nected, aperiodic and weakly monotonic of level n− 1.

Proof. It is clear that An is strongly connected for every positive integer n, because
given s ∈ Sn, δn(s, σ0) = 0, δn(0, σs) = s.

Let Tn be the transformation monoid of the automaton An and consider the
associated function ζn : Σ∗n −→ Tn. To see that An is aperiodic, we will use induc-
tion on n. The automaton A1 is clearly aperiodic. Moreover, for every idempotent
e ∈ T1 and every word w ∈ ζ−1

1 (e), we have |δ1(S1, w)| = 1, that is w is a synchro-
nizing word. Suppose that, for some integer n ≥ 2, An−1 is aperiodic and, for every
idempotent ē ∈ Tn−1 and every word w̄ ∈ ζ−1

n−1(ē), we have |δn−1(Sn−1, w̄)| = 1.
Consider the functions

ξ : Sn −→ Sn−1 θ : Σn −→ Σn−1

s 7−→

{
s if s <

⌈
n
2

⌉
s− 1 if s ≥

⌈
n
2

⌉ σi 7−→


σi if i <

⌈
n
2

⌉
− 1

σ0σdn/2e−1 if i =
⌈
n
2

⌉
− 1

σi−1 if i >
⌈
n
2

⌉
− 1

.

In the proof of Lemma 3.4 we presented an isomorphism An/π
1
n −→ Bn−1 that was

obtained from functions φ : Sn/π
1
n −→ Sn−1 and ψ : Σn −→ Σn−1 ∪ {τ}, where

π1
n is the kernel of the mapping ξ. Thus the pair (ξ, θ) is obtained by composing the

quotient morphism An −→ An/π
1
n with the isomorphism (φ, ψ) : An/π

1
n −→ Bn−1

and finally with the morphism Bn−1 −→ An−1 that fixes the states and the letters
σi and maps the letter τ to σ0σdn/2e−1. Hence (ξ, θ) is a morphism of automata.
Now, using θ, we can define a morphism Θ : Tn −→ Tn−1, by putting the image
of an element of Tn written as a product of letters in Σn, to be the value in Tn−1

of the product of the images of those letters by θ. All we need to check is that
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Θ is well defined, that is, if α and β represent the same element of Tn, then Θ(α)
and Θ(β) represent the same element of Tn−1. But if α and β represent the same
element of Tn, then

δn(s, α) = δn(s, β), for every s ∈ Sn
⇒ δn−1(ξ(s), θ(α)) = δn−1(ξ(s), θ(β)), for every s ∈ Sn
⇔ δn−1(t, θ(α)) = δn−1(t, θ(β)), for every t ∈ Sn−1,

because ξ is surjective. But this means that Θ(α) and Θ(β) represent the same
element of Tn−1.

Now, consider an idempotent e ∈ Tn, since Θ is a monoid morphism, we know
that Θ(e) is an idempotent of Tn−1. Thus, for w ∈ ζ−1

n (e), we have |ξ(δn(Sn), w))| =
|δn−1(ξ(Sn), θ(w))| = 1, according to the induction hypothesis, because θ(w) ∈
ζ−1
n−1(Θ(e)). If |δn(Sn, w)| 6= 1, then δn(Sn, w) = {dn/2e − 1, dn/2e}, because these

are the only two distinct elements in Sn that have the same image under the function
ξ. Since e is an idempotent, for all s ∈ Sn we have δn(δn(s, w), w) = δn(s, w2) =
δn(s, w), that is, w fixes all the elements in δn(Sn, w). But we know that for every
σ ∈ Σ, δn(dn/2e − 1, σ) = δn(dn/2e, σ), therefore there is no w ∈ ζ−1

n (e) such that
δn(Sn, w) = {dn/2e − 1, dn/2e}. Which means that |δn(Sn, w)| = 1.

We proved that, for every word w in Σ∗n such that ζn(w) is an idempotent of Tn,
w is a synchronizing word. Now suppose that x ∈ Tn and m > 1 are such that
xm = x. Then xm−1 is an idempotent, thus every word w ∈ ζ−1

n (xm−1) is a
synchronizing word in the automaton An. Consider the word v ∈ ζ−1

n (x). Then wv
is still a synchronizing word and it belongs to ζ−1

n (xm−1x) = ζ−1
n (xm) = ζ−1

n (x),
therefore x is an idempotent because for each s ∈ Sn, δn(s, (wv)2) = δn(s, wv). But
this means that if xm = x and m > 1, then x2 = x, that is, Tn is aperiodic, which
means that An is aperiodic.

We will also use induction on n to prove that An is weakly monotonic of level
n − 1. Clearly A1 is weakly monotonic of level 0. Suppose that for some integer
n ≥ 2, An−1 is weakly monotonic of level n− 2.

According to Lemma 3.3, the only stable partial orders on An are the equality
relation, ρ1

n = π0
n ∪ {(dn/2e − 1, dn/2e)} and ρ̄1

n = π0
n ∪ {(dn/2e, dn/2e − 1)}. Now

using Lemmas 3.4 and 3.5, we know that An/π
1
n and An−1 have the same level,

where π1
n = Eq(ρ1

n) = Eq(ρ̄1
n). But if the level of An/π

1
n is n− 2 and π1

n is the only
stable equivalence relation obtained from a stable partial order in An that is not
the equality relation, then An is weakly monotonic of level n− 2 + 1 = n− 1.

We have established that for every positive integer n, An is a strongly connected
aperiodic weakly monotonic automaton of level n− 1. �

We found a family of strongly connected aperiodic automata whose level of weak
monotonicity increases with the number of states. Of course, higher levels do not
correspond necessarily to bigger reset words. Indeed, adding a letter that acts as a
constant function has no effect on the level of weak monotonicity of an automaton,
while it makes synchronization quite trivial.
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