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Abstract. We study the dynamics of a generic vector field in the neighbourhood of a heteroclinic cycle
of non-trivial periodic solutions whose invariant manifolds meet transversely. The main result is the

existence of chaotic double cycling: there are trajectories that follow the cycle making any prescribed
number of turns near the periodic solutions, for any given bi-infinite sequence of turns. Using symbolic
dynamics, arbitrarily close the cycle, we find a robust and transitive set of initial conditions whose

trajectories follow the cycle for all time and that is conjugate to a Markov shift over a finite alphabet.
This conjugacy allows us to prove the existence of infinitely many heteroclinic and homoclinic subsidiary
connections, which give rise to a heteroclinic network with infinitely many cycles and chaotic dynamics
near them, exhibiting themselves switching and cycling. We construct an example of a vector field with

Z3 symmetry in a 5-dimensional sphere with a heteroclinic cycle that has this property.

1. Introduction

A particularly important subject in the theory of nonlinear dynamical systems is the study of the
behaviour near homoclinic and heteroclinic cycles. There are several studies of the homoclinic and
heteroclinic issues in the settings of symmetry (Field [14], Krupa [25], [26] and Aguiar et al [4] , [5]),
coupled cell systems (Aguiar et al [2]), Hamiltonian systems (Homburg et al [20]) and reversible systems
(Lamb et al [28]). A review of homoclinic and heteroclinic theory for autonomous vector fields is given
in Homburg et al [21].

Roughly speaking, a homoclinic trajectory in a dynamical system defined by an ordinary differential
equation is a solution bi-asymptotic to an invariant set and a heteroclinic connection is a solution as-
ymptotic to different invariant sets for t → −∞ and for t → +∞. Here we are interested in the case
where those invariant sets are hyperbolic non-trivial periodic solutions. We shall think of a heteroclinic
cycle as a set of invariant sets (which we will call nodes) connected in a cycle of heteroclinic orbits. A
heteroclinic network is a connected set of heteroclinic cycles.

Heteroclinic orbits often arise when a system may cycle through many states in models of physical
systems with symmetry (see for example Armbruster [7] or Melbourne et al [30]). Symmetry is a natural
setting for persistent heteroclinic cycles. In this context, Krupa et al [27] give a sufficient condition (also
necessary when some additional conditions are satisfied) for a heteroclinic cycle to be asymptotically
stable: trajectories near the heteroclinic cycle will follow and approach it infinitely.

Associated to asymptotically stable heteroclinic cycles we observe intermittency: trajectories near the
heteroclinic cycle spend some time near each node and then jump to the next one. These trajectories
follow the connections around the cycle, returning to each node infinitely many times. Moreover, the
trajectories spend more and more time near the nodes on each visit. For a given trajectory approaching
the cycle, the duration of visits is a geometrically increasing sequence of times.

A natural question arises: is it possible to control the time on each visit to a neighbourhood of the
nodes of the cycle?

If the cycle is asymptotically stable, the answer has been given by Melbourne [29]. If the invariant
manifolds of the nodes meet transversely, the cycle is not asymptotically stable, the system is chaotic
and there are few results concerning the dynamic behaviour in the neighbourhood of the cycle.
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In this paper, we provide an affirmative answer to the question in the context of non-asymptotically
stable heteroclinic cycles between non-trivial periodic solutions, by counting the number of times a
trajectory turns around each node.

Given a set of neighbourhoods of the nodes and any prescribed number of turns inside each of the
neighbourhoods, we prove the existence of a trajectory that follows the cycle making the prescribed turns
as it travels along the cycle. The number of turns may be chosen as an arbitrary bi-infinite sequence
of numbers. This is not a temporal transient phenomenon; it is a robust behaviour that we call chaotic
double cycling.

The study of this specific type of chaotic dynamics plays an important role in several applied subjects,
for instance in biomedical rhythms (Savi [39]) and cryptography (Palacios [35]).

In the Hamiltonian setting this has been studied in the context of the two and three-body problems
by Moeckel [31] and by Koon et al [24]. Both papers prove the existence of homoclinic and heteroclinic
cycles between two periodic solutions which have the same energy for a Hamiltonian vector field. Using
the terminology of Aguiar et al [5], they show the existence of switching near the cycle (trajectories follow
the cycles in any possible order of heteroclinic connections). Moeckel [31] argues for chaotic changes of
configuration in a five-dimensional submanifold of the twelve-dimensional configuration space. For a set
of spherical neighbourhoods of the cycle, Koon et al prove the existence of trajectories rotating any
number of times near each periodic solution. One of the key ingredients in the proof, as in our case,
is the transversality of the invariant manifolds. However, the restriction of a Hamiltonian system to an
energy level does not define a generic differential equation — for instance, its flow preserves volume. The
dynamical issues addressed by Moeckel are different from ours. In particular they do not discuss cycling,
which is the main point of this article.

A heteroclinic cycle cannot be asymptotically stable if it is part of a heteroclinic network. In this
case, the cycle may atract a great part or almost all the points in its neighbourhood but not all of them.
In [37], Postlethwaite et al report interesting cycling behaviour around cycles in a robust heteroclinic
network of equilibria. They conclude that the sequence of loops around each cycle can be either constant
or aperiodic. That is what they call regular and irregular cycling, respectively. However, the time spent
near each equilibrium increases in both cases.

We show cycling with chaotic behaviour, even though the nodes in the heteroclinic cycles we consider
are not chaotic sets. This differs from the situation studied in Dellnitz et al [13], where cycling chaos
is proved for heteroclinic cycles whose nodes are chaotic attractors. For robust cycling between chaotic
sets, see also Ashwin et al [11]. The system in [13] corresponds to a network of three identical coupled
cell systems of differential equations. In [34], Palacios shows that cycling chaos can also occur for coupled
systems of difference equations, and Palacios et al [36] address the generalization of cycling behaviour to
networks of more than three near-identical cell systems.

We study the dynamics near a cycle of periodic solutions, first in a 3-dimensional manifold, then in
any dimension. We ask for transverse intersection of invariant manifolds of all successive nodes. This is
only possible because the heteroclinic cycle contains periodic trajectories and not equilibria.

After some preliminary definitions in section 2, the proof in 3 dimensions occupies sections (3-5):
notation and definitions in section 3; results that prepare the proof in section 4.

The main point of the proof given in section 5 is to find a set Λ of initial conditions whose trajectories
remain near the cycle for all time and whose behaviour may be coded using symbolic dynamics. However,
our coding is not only related to the space orbit of the associated trajectory, but also to the number of
times that the trajectory cycles around each node, like a horseshoe in time.

The construction of Λ and of the coding is done in two steps. First, we obtain a set ΛN where we code
the dynamics by the number of turns made by a trajectory around each node. The dynamics is conjugated
to a shift acting on sequences from an infinite symbol set. This establishes the cycling. The second step
is to find another set Λ of initial conditions for nonwandering trajectories where the dynamics may be
coded by sequences on a finite set of symbols. Although the construction of Λ may be done directly
and cycling may be obtained directly from the second coding, the geometry for the direct coding is more
intricate, so we have chosen this roundabout way for the sake of clarity.

The coding by a finite set of symbols allows us to obtain further results on the dynamics, presented in
section 6. In particular we prove the existence of infinitely many subsidiary homoclinic and heteroclinic
connections near the original cycle. Each new cycle may exhibit persistent cycling, giving rise to a very
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complicated heteroclinic network. This leads to horseshoe dynamics (in space) conjugated to a Markov
shift near any cycle in the network, including the original one. The use of symbolic dynamics allows us
to conclude other properties of the invariant set, such as topological mixing and the existence of a Gibbs
measure (under the restrictions presented by Sarig [38]).

The extension of our results to higher dimensions is proved in section 7, where we use the center
manifold theorem for heteroclinic cycles studied by Shaskov et al [40] (in the context of homoclinic
orbits) and Shilnikov et al [41]. Under some generic hypothesis, we reduce the study of the dynamics
near a heteroclinic cycle in an n-dimensional manifold, to a 3-dimensional flow-invariant centre manifold
containing the cycle.

We end by presenting the construction of an example of a system of differential equations with Z3

symmetry in a 5-dimensional globally attracting sphere in R6, whose flow has a heteroclinic cycle between
three periodic solutions. We show numerical evidence that the invariant manifolds meet transversely and
that thus the example satisfies the conditions of the result and chaotic cycling holds. This last property
is illustrated by numerical plots of solutions to the equations.

2. Preliminaries

Let M be a smooth n-dimensional manifold and let f : M → TM be a smooth vector field defined on
M . Denote by φ(t, p) the unique solution x(t) of the initial value problem:

(1) ẋ = f(x), x(0) = p.

In this paper we consider non-trivial periodic solutions of (1) that are hyperbolic and that have at
least one Floquet multiplier with absolute value greater than 1 and at least one Floquet multiplier with
absolute value less than 1. We call these periodic solutions of saddle type.

Given two periodic solutions ci and cj of (1) of saddle type, a heteroclinic connection from ci to cj is
a trajectory contained in Wu(ci) ∩W

s(cj) that will be denoted [ci → cj ].
Let S ={cj : j ∈ {1, . . . , k}} be a finite ordered set of periodic solutions of saddle type of (1) such that

∀j ∈ {1, . . . , k} Wu(cj) ∩W
s(cj+1) 6= ∅ (mod k).

A heteroclinic cycle Σ associated to S is the union of the saddles in S with a heteroclinic connection
[cj → cj+1] (mod k), for each j ∈ {1, . . . , k}. If k = 1, the heteroclinic cycle is called homoclinic cycle.
We denote by Σ = 〈c1, . . . , ck〉 a heteroclinic cycle associated to {cj : j ∈ {1, . . . , k}} and we refer to
the saddles defining the heteroclinic cycle as nodes. A heteroclinic network is a connected set that is the
union of heteroclinic cycles.

Given a heteroclinic cycle of periodic solutions Σ with nodes cj , j = 1, . . . , k, let VΣ be a compact
neighbourhood of Σ and let Vj be pairwise disjoint compact neighbourhoods of the nodes cj ∈ S, such
that each boundary ∂Vj is a finite union of smooth manifolds with boundary, that are transverse to the
vector field everywhere, except for their boundary. Then each Vi is called an isolating block for ci and
V = {Vi}i∈{1,...,k} is called a system of isolating blocks for Σ.

For each Vj ∈ V, consider a codimension 1 submanifold with boundary Πj ⊂ Vj of M , such that:

• the flow is transverse to Πj ;
• Πj intersects ∂Vj transversely;
• Πj ∩ cj has only one element.

We call Πj a counting section. Any set of k counting sections, one inside each isolating block, is called a
system of counting sections associated to V.

We are interested in trajectories that go inside a neighbourhood Vj in positive time and hit the counting
section Πj a finite number of times (which can be zero) until they leave the neighbourhood. Every time
the trajectory makes a turn inside Vj it hits the counting section (see figure 1 (a)). Hence, it is natural
to have the following definition where int(A) is the interior of A ⊂M :

Definition 1. Let cj be a periodic trajectory of saddle type, with Vj an isolating block for cj and Πj a
counting section. Let q ∈ ∂Vj be a point such that the following properties hold:

• ∃τ > 0,∀t ∈ (0, τ), ϕ(t, q) ∈ int(Vj)
• ϕ(τ, q) ∈ ∂Vj .
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Figure 1. (a): Example of a trajectory turning twice around a periodic trajectory cj ,
in Vj with respect to Πj . (b): General cylindrical coordinates on the neighbourhood Vj

of cj and isolating blocks. The set Hin
cj

is formed by two cylinder walls, the set Hout
cj

corresponds to the top and bottom anuli and Xcj
= Hin

cj
∩Hout

cj
consists of four circles.

The trajectory of q turns n times around cj in Vj , relatively to Πj if

#({φ(t, q), t ∈ [0, τ ]} ∩Πj) = n ≥ 0 .

Definition 2. A heteroclinic cycle Σ = 〈c1, . . . , ck〉 of periodic trajectories has cycling if there exist:

• VΣ a neighbourhood of Σ;
• V = {Vj}j∈{1,...,k} a system of isolating blocks;
• {Πj}j∈{1,...,k} a system of counting sections;

such that given an index set I to be specified below, for any sequence of nonnegative integers (zi)i∈I , there
exists a point q and there are times (tini )i∈I and (tout

i )i∈I satisfying tini < tout
i < tini+1 such that, for each

i ∈ I, if i ≡ j (mod k) :

• φ(t, q) ∈ VΣ for t ∈ [tini , t
out
i ] and for t ∈ [tout

i , tini+1] ;

• for all t ∈ (tini , t
out
i ), the trajectory φ(t, q) lies in int(Vj);

• for t ∈ [tini , t
out
i ], the trajectory φ(t, q) turns zi times around cj, in Vj, with respect to Πj;

• for t ∈ (tout
i , tini+1), φ(t, q) does not visit the isolating block for any node in Σ.

When the property above holds for a finite index set I = {1, . . . ,m}, then Σ has finite cycling of order
m.

When it holds for I = Z then Σ has bi-infinite cycling (also called chaotic double cycling for reasons
that will be apparent in the sequel).

We refer to the difference tout
j − tinj as the time of flight of the first visit of the trajectory φ(t, q) to Vj .

For a heteroclinic network Σ∗ with node set A = {cj}j=1,...,k, a path on Σ∗ is an infinite sequence (sl)
of connections sl = [xl → yl] in Σ∗ such that xl , yl ∈ A and yl = xl+1, thus forming a connected graph.
For each heteroclinic connection in a network Σ∗ , consider a point p on it and a small neighbourhood V
of p, so that these neighbourhoods are pairwise disjoint. Given a system of isolating blocks for the nodes
of Σ∗, if a trajectory ϕ(t) visits all these neighbourhoods in the same sequence as the path (sl) we say it
follows the path (sl).

There is switching near Σ∗ if for each system of neighbourhoods as above and for each path on Σ∗

there is a trajectory that follows it. See Aguiar et al [3, 5] for a detailed discussion of these concepts.
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Figure 2. Isolating block for the closed trajectory cj . (a): coordinates on the walls
of the hollow cylinder (cross section in); (b): coordinates on the top and bottom of
the hollow cylinder (cross section out). The flow enters the hollow cylinder transversely
across the cylinder walls Hin

cj
and leaves it transversely across the top and bottom Hout

cj
.

3. Local dynamics and transition maps

In this section, we obtain a system of isolating blocks for a cycle Σ = 〈c1, . . . , ck〉 of periodic trajectories
in a 3-dimensional manifold. We also establish the notation for the proof of our main results in 3
dimensions.

3.1. Suspension. Consider a local cross-section Πj at a point pj in cj , for j ∈ {1, . . . , k}. Since cj is
hyperbolic, by a result of Hartman [18], there is a neighbourhood V ∗

j of pj in Πj where the first return

map πj is C1 conjugate to its linear part. The eigenvalues of dπj are eEj and e−Cj , where Ej > 0 and
Cj > 0.

Suspending the linear map gives rise, in cylindrical coordinates (ρ, θ, z) around cj (see figure 1 (b)),
to the system of differential equations:

(2)





ρ̇ = −Cj(ρ− 1)

θ̇ = 1
ż = Ejz

which is equivalent to the original flow near cj , although the suspension does not preserve the return
time of the original trajectories. In these coordinates, the periodic trajectory cj is the circle defined by
ρ = 1 and z = 0, its local stable manifold, W s

loc(cj), is the plane z = 0 and Wu
loc(cj) is the surface defined

by ρ = 1.

3.2. Isolating blocks for cj. We will work with a hollow three-dimensional cylindrical neighbourhood
Vj(ε) of cj contained in the suspension of V ∗

j

Vj(ε) = {(ρ, θ, z) : 1− ε ≤ ρ ≤ 1 + ε, −ε ≤ z ≤ ε and θ ∈ R (mod 2π)} .

When there is no ambiguity, we write Vj instead of Vj(ε). Its boundary (see figure 1 (b)) is a disjoint
union

∂Vj = Hin
cj
∪Hout

cj
∪Xcj

such that :

• Hin
cj

is the union of the walls, ρ = 1±ε, of the cylinder, locally separated by Wu(cj). Trajectories

starting at Hin
cj

go inside the cylinder Vj in small positive time.
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Figure 3. (a): The counting section Πj at cj is represented by the shaded rectangle
and the segment Sj is Πj ∩H

out
cj

; (b) Subsets where a flow-box around the connection

[cj → cj+1] meets the boundary of cylindrical neighbourhoods Vj(ε2) ⊂ Vj(ε1) of cj . If
ε1 > ε2 > 0 the intersection is a larger set, due to the expanding Floquet exponent at
each node.

• Hout
cj

is the union of two anuli, the top and the bottom, z = ±ε of the cylinder, locally separated

by W s(cj). Trajectories starting at Hout
cj

go inside the cylinder Vj in small negative time.

• The vector field is transverse to ∂Vj at all points except at the four circles Xcj
= Hin

cj
∩Hout

cj
.

The two cylinder walls, Hin
cj

are parametrised by the covering maps:

(θ0, z0) 7→ (1± ε, θ0, z0) = (ρ, θ, z),

where θ0 ∈ R (mod 2π), |z0| < ε (see figure 2 (a)). In these coordinates, Hin
cj
∩W s(cj) is the union of

the two circles z0 = 0. The two anuli Hout
cj

are parametrised by the coverings:

(ϕ, r) 7→ (r, ϕ,±ε) = (ρ, θ, z),

for 1 − ε < r < 1 + ε and ϕ ∈ R (mod 2π) and where Hout
cj
∩Wu(cj) is the union of the two circles

r = 1 (see figure 2 (b)). In these coordinates Xcj
= Hin

cj
∩Hout

cj
is the union of the four circles defined by

ρ = 1± ε and z = ±ε.

3.3. Local map near cj. For each j ∈ {1, . . . , k}, in the above coordinates, there are local maps φcj

from a connected component of Hin
cj

into a connected component of Hout
cj

, given by:

(3) φcj
(θ0, z0) =

(
θ0 −

1

Ej

ln
(z0
ε

)
, 1± ε

(z0
ε

)δj

)
= (ϕ, r) where δj =

Cj

Ej

> 0 .

The signs ± depend on the component of Hin
cj

we started at, + for trajectories starting with ρ > 1 and
− for ρ < 1. From now on we use as counting section the rectangle, denoted by Πj

Πj = {(ρ, θ, z) : θ = 0, 1 ≤ ρ ≤ 1 + ε and 0 ≤ z ≤ ε} .

We denote by Sj its intersection with Hout
cj

(see figure 3 (a)). Without loss of generality we assume each

connection [cj → cj+1] meets Hout
cj

far from the counting section Πj .



CHAOTIC DOUBLE CYCLING 7

Top and bottom of 
the  new cylinder

W  (c     )s
j+1

W  (c )u
j 

Hc j
out

H cj+1
in

Ψ
j j+1

Xc      j+1c     



j
X

Walls
of the new 
cylinder

 

Ψ
j j+1

diffeomorphism

Ψ
j j+1

diffeomorphism

out,j







Rin,j+1
Rc     j

X

j+1
Xc     

ϕ




r

θ

z

0

0

(rotation)

1

A


0
B

Figure 4. The transition map, defined near the connection [cj → cj+1], maps the
invariant manifold Wu(cj) across Hin

cj+1
, if Vj and Vj+1 are sufficiently small. By taking

a smaller cylinder we obtain a rectangle Rout,j centered at Hout
cj
∩ [cj → cj+1] such that

two opposite sides lie in Xcj
and Ψj→j+1(R

out,j) ∩ Hin
cj+1

is a rectangle with the same

property in Hin
cj+1

.

3.4. Transition maps from cj to cj+1. Using the parametrisations above, let (A, 1) = (ϕ, r) be the
coordinates of the point in [cj → cj+1] ∩ H

out
cj

and let (B, 0) = (θ0, z0) be the coordinates of [cj →

cj+1]∩H
in
cj+1

, with ck+1 = c1. A flow-box around a piece of [cj → cj+1] containing these two points meets

Hout
cj

and Hin
cj+1

at neighbourhoods of (A, 1) in Hout
cj

and of (B, 0) in Hin
cj+1

. A transition map Ψj→j+1

is well defined in these neighbourhoods and C1 close to a non trivial rotation (without loss of generality,
for computations, we will use the rotation of π

2 ) (see figure 4).

The size of these neighbourhoods depend on the size, ε, of Vj and Vj+1; for smaller values of ε, if we
extend the flow-box the neighbourhood becomes larger due to the expanding Floquet exponent at each
node as in figure 3 (b). Since Wu(cj) and W s(cj+1) meet transversely, we may take a sufficiently small ε
for the neighbourhood Vj so the part of Wu

loc(cj) that lies inside the neighbourhood is mapped by Ψj→j+1

across the height of Hin
cj+1

as in figure 4. Thus it is possible to define a region Rin,j+1 parametrised by a

rectangle in Hin
cj+1

around (B, 0), contained in the image of Ψj→j+1 and such that two opposite sides of

Rin,j+1 are contained in Xcj+1
. Moreover, Rin,j+1 will contain the image of a piece of Ψj→j+1 (Wu

loc(cj))

joining two components of Xcj
(see figure 4). We will call Rin,j+1 a rectangle in Hin

cj+1
. Note that once

this holds for Vj , the same is true for all hollow cylinder neighbourhoods of cj with smaller size ε. Thus,

we may also have a piece of W s
loc(cj+1) mapped by Ψ−1

j→j+1 across the width of Hout
cj

and meeting Xcj
at

two points, reducing ε if necessary.
It will also be convenient to assume that, for each j, Rin,j does not intersect Sj , the boundary of

the section where turns are counted. This may be achieved by changing the position of the sections if
necessary. For sections 4 and 5, we are always considering the system of isolating blocks V = {Vj}j
defined in this section and satisfying these properties.



8 A.A.P.RODRIGUES, I.S.LABOURIAU, AND M.A.D.AGUIAR

W  (c )  
u
loc



C

j

j



W  (c )  
s
loc j

W  (c )  
u
loc



C

j



W  (c )  
s
loc j

S

j

Figure 5. Local dynamics in the neighbourhood of the periodic solution cj (see lemma
1). Left: any segment in Hin

cj
is mapped into a helix in Hout

cj
accumulating on Wu

loc(cj)∩

Hout
cj

. Right: the image of any segment in Hout
cj

, by φ−1
cj

, a helix accumulating on

W s
loc(cj) ∩ H

in
cj
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4. Geometry near the nodes

The notation and constructions of section 3 may now be used to study the geometry associated to the
local dynamics around each node of the heteroclinic cycle Σ.

Definition 3. A segment β on Hin
cj

is a smooth regular parametrized curve β : [0, 1]→ Hin
cj

, that meets

W s
loc(cj) transversely at the point β(1) only and such that, writing β(s) = (x(s), y(s)), both x and y are

monotonic functions of s. A restriction of any segment to an interval not containing 1, will be called a
piece of segment.

Definition 4. Let a, b ∈ R such that a < b and let H be a surface parametrized by a covering (θ, h) ∈
R× [a, b] where θ is periodic. A helix on H accumulating on the circle h = h0 is a curve γ : [0, 1)→ H
such that its coordinates (θ(s), h(s)) are monotonic functions of s with

lim
s→1−

h(s) = h0 and lim
s→1−

|θ(s)| = +∞.

Lemma 1. The image of a segment in Hin
cj

by φcj
is a helix accumulating on Wu

loc(cj)∩H
out
cj

. Similarly

φ−1
cj

maps a segment in Hout
cj

into a helix accumulating on W s
loc(cj) ∩H

in
cj

(see figure 5).

Proof. The proof is a direct calculation using the expresssion (3) for φcj
and

φ−1
cj

(0, r) =

(
−

ln(ε)

εEj

[
ε

1− r

] 1
δj

; ε

[
1− r

ε

] 1
δj

)
r ∈ (1− ε, 1)

defined into the component of Hin
cj

with ρ = 1− ε. For r ∈ (1, 1+ ε) a similar expression holds. A similar

proof may be found in Aguiar et al [5] (section 6, proposition 3). �

From the same calculations it follows that for a point q ∈ Hin
cj
\W s

loc(cj)) the closer it is to W s
loc(cj))

the larger will be the number of loops inside Vj of its trajectory (see figure 7). We also get:

Corollary 2. The inverse image φ−1
cj

(Sj\Wu
loc(cj)) has two connected components lying on Hin

cj
and each

component is a helix accumulating on W s
loc(cj) ∩H

in
cj

.

The next step is to compute the number of loops of a trajectory inside Vj . This is done using the
linearised equations (2) and noting that the trajectory of q = (θ0, z0) ∈ H

in
cj
\W s

loc(cj)) arrives at at Hout
cj
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at time

τ =
1

Ej

ln

(
ε

z0

)
.

Denoting by [a] the greater integer less than or equal to a, we have:

Proposition 3. The number of turns made by the trajectory of a point q = (θ0, z0) ∈ Hin
cj
\W s

loc(cj)
inside Vj with respect to Πj is given by:

[∣∣∣∣
(

1

Ej

ln

(
ε

z0

)
+ θ0

)
/2π

∣∣∣∣
]
.

The calculations used for proposition 3 yield:

Corollary 4. If β is a piece of segment meeting transversely φ−1
cj

(Sj\Wu(cj)) only at the end points,

then φcj
(β) is a piece of helix on the annulus Hout

cj
meeting Sj only at its end points.

From corollary 4, it follows that:

Corollary 5. If β is a piece of segment meeting φ−1
cj

(Sj\Wu(cj)) transversely whith end points lying in

φ−1
cj

(Sj), then φcj
(β) is a piece of helix turning m − 1 times around Wu(cj) ∩H

out
cj

relatively to Sj on

the annulus Hout
cj

, where m is the number of elements of the set φ−1
cj

(Sj) ∩ β.

5. Chaotic double cycling in 3-dimensions

In this section we put together all the information about the local maps to prove:

Theorem 6. Let Σ = 〈c1, . . . , ck〉 be a heteroclinic cycle of hyperbolic periodic trajectories in a 3-
dimensional manifold such that the invariant manifolds of consecutive nodes of Σ meet transversely.
Then:

a) in every neighbourhood of Σ there is a suspension of an invariant Cantor set of trajectories that
follow Σ in positive and negative time;

b) Σ has bi-infinite cycling.

The proof of theorem 6 uses symbolic dynamics and occupies all of this section. We define a discretisa-
tion of the flow and then the result follows from standard methods in symbolic dynamics, see for instance
Kitchens [23] and Wiggins [43, 44]. The only delicate point is the construction of the non-wandering set
of statement a) where the discretised flow may be indefinitely iterated. In 5.2 and 5.3 we construct the
intersection of the non-wandering set with Hin

cj
and Hout

cj
and then in 5.4 we move it to the counting

sections Πj . This is the part of the proof for which we have to modify the methods of Wiggins [44], the
rest follows from the same arguments given in that source. Then in section 6 we look at extensions and
consequences, both of theorem 6 and of the method used for the proof. We start with some terminology.

5.1. Strips. Given a region R in Hin
cj

or in Hout
cj

parametrized by a rectangle R = [w1, w2] × [z1, z2], a
horizontal strip in R will be parametrized by:

H = {(x, y) : x ∈ [w1, w2], y ∈ [u1(x), u2(x)]},

where
u1, u2 : [w1, w2]→ [z1, z2]

are Lipschitz functions such that u1(x) < u2(x).
The horizontal boundaries of the strip are the lines parametrized by the graphs of the ui, the vertical

boundaries are the lines {wi} × [u1(wi), u2(wi)] and its heigth is

h = max
x∈[w1,w2]

(u2(x)− u1(x)) .

When both u1(x) and u2(x) are constant functions we call H a horizontal rectangle across R.
A vertical strip across R, its width and a vertical rectangle have similar definitions, with the roles of x

and y reversed. A strip in Hin
cj

is the intersection of a vertical strip and a horizontal strip. From corollary
4, it follows:

Corollary 7. If S is a strip in Hin
cj

such that:
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m
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U

Figure 6. (a): If a strip in the cylinder Hin
cj

has its horizontal boundaries in φ−1
cj

(Sj)

then its image by φcj
makes a complete turn in the annulus Wu

loc(cj) ∩H
out
cj

(corollary

7). (b): The image by Ψj→j+1 of a horizontal strip in Hout
cj

is a vertical strip in Hin
cj+1

.

• the horizontal boundaries of S lie in φ−1
cj

(Sj)

• int(S) ∩ φ−1
cj

(Sj) = ∅,

then φcj
maps S into a horizontal strip in Hout

cj
having two intervals in Sj as vertical boundaries and

whose horizontal boundaries consist of two arcs of helices, each one starting and ending at Sj, that make
a complete turn around Wu

loc(cj) ∩H
out
cj

(see figure 6 (a)).

5.2. Partitions. For the proof of theorem 6, consider a small neighbourhood of Σ, with a system of
isolating blocks V = {Vj}j∈{1,...,k} and counting sections {Πj}j∈{1,...,k} associated to V as defined in
section 3. We restrict our attention to the rectangles, constructed in 3.4, where the transition maps are
well defined and to the z ≥ 0 and ρ ≥ 1 components of Hin

cj
and Hout

cj
, that we continue to represent by

the same symbols.

The set Hin
cj
\W s

loc(cj) is partitioned into subsets Im
j of points whose trajectory hits m times the

counting section Πj without leaving Vj (figure 7). A partition of Hout
cj
\Wu

loc(cj) into sets Om
j , m ∈ N, is

defined in a similar way.
For m ∈ N the closure Im

j is a horizontal strip in Hin
cj

and it also intersects in a horizontal strip the

rectangle Rin,j where the transition map Ψj−1→j is well defined. The elements Im
j of the partition are

connected sets with vertical boundary consisting of two pieces of ∂Πj and horizontal boundary consisting
of two arcs of φ−1

cj
(Sj\Wu

loc(cj)) = φ−1
cj

([∂Πj ∩H
out
cj

]\Wu
loc(cj)) (figures 6 (a) and 7).

Let U be a vertical strip across Rin,j . The following properties follow from the results of sections 3
and 4 and from corollary 7:

(1) By corollary 7 , for m ∈ N the set Û = φcj

(
U ∩ Im

j

)
is a horizontal strip across the width of

Hout
cj

(figure 6 (a)) and thus Û ∩Rout,j is a horizontal strip;

(2) If the vertical boundaries of U are the graphs of smooth monotonically decreasing functions,

then the horizontal boundaries of Û ∩Rout,j are the graphs of smooth monotonically decreasing
functions;

(3) The set Ũ = Ψj→j+1

(
Û ∩Rout,j

)
is a vertical strip across Rin,j+1 ⊂ Hin

cj+1
(figure 6 (b)).

Going backwards in time we get dual results, for U a horizontal strip across Rin,j :
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Figure 7. Partitions of Hin
cj

and Hout
cj

corresponding to trajectories that make any

integer number of turns in Vj . For a point q ∈ Hin
cj
\W s

loc(cj)) the closer it is to W s
loc(cj))

the larger will be the number of loops inside Vj of its trajectory.

(4) The set Ψ−1
(j−1)→j

(U) is a vertical strip across Rout,j−1 ⊂ Hout
cj−1

.

We get dual results, for W a vertical strip across Rout,j−1:

(5) For m ∈ N, the set Ŵ = W ∩ Om
j−1 is a strip in Hout

cj−1
with horizontal boundaries contained in

S′,j = φcj−1
(Πj−1 ∩H

in
cj−1

);

(6) The set φ−1
cj−1

(
Ŵ
)

is a horizontal strip across Rin,j−1 ⊂ Hin
cj−1

(by the dual of corollary 7);

(7) If the vertical boundaries of W are the graphs of smooth monotonically increasing functions,

then the horizontal boundaries of φ−1
cj−1

(
Ŵ
)
∩ Rin,j−1 are the graphs of smooth monotonically

increasing functions;

(8) The set W̃ = Ψ−1
(j−2)→(j−1)

(
φ−1

cj−1

(
Ŵ
)
∩Rin,j−1

)
is a vertical strip across Rout,j−2.

5.3. First coding. We start by the description of the set of points whose trajectory makes a prescribed
number of turns around each node in Σ, the phenomenon that we call cycling. From now on we assume
the indexing over the k symbols for the nodes is always done (mod k).

Since we are assuming that the invariant manifolds Wu(cj) and W s(cj+1) meet transversely, then
W s

loc(cj+1) ∩ H
out
cj

is the graph of a smooth function (ϕ(r), r). From transversality it follows that the

function ϕ(r) is monotonic near r = 1 for r − 1 > 0 small. In what follows, for the sake of definiteness,
we will assume that this function is either decreasing or constant. If it is an increasing function the
main result still holds, but either we would have to change the choice of parametrisation or we would
have to adapt the intermediate statements. Similarly, without loss of generality, the curve (θ0(z0), z0)
representing Wu

loc(cj)∩H
in
cj+1

is assumed to be the graph of a monotonically decreasing function for z0 > 0
near z0 = 0.

Given a natural number m and a subset U of Rin,j consider the set Pj(m,U) given by:

Pj(m,U) = Ψj→(j+1)

(
φcj

(
U ∩ Im

j

)
∩Rout,j

)
⊂ Rin,j+1 ⊂ Hin

cj+1
.

From properties (1) - (3) and a direct calculation, it follows that if U is a vertical strip across Rin,j

then:

(9) the set Pj(m,U) is a vertical strip across Rin,j+1;
(10) If the vertical boundaries of U are the graphs of smooth monotonically decreasing functions then

the vertical boundaries of Pj(m,U) are the graphs of smooth monotonically decreasing functions;
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(11) If moreover the width of U is d then the width of Pj(m,U) is at most µmd for µm = εCje
−2πCj(m−1).

Note that µm < 1 for all m > 0 if ε < 1/Cj (see lemma 18 in appendix A).

Note that if U is a vertical strip across Rin,j , then Pj(m,U) is the image by Ψj→(j+1) of a horizontal

strip across Hout
cj

and it is transformed into a vertical strip across Hin
cj+1

intersecting Im
j+1, for all m. Here

we are using the property of the neighbourhoods Vj we have constructed in 3.4.

Similarly, to each natural number m and each subset W of Rout,j we associate a subset Qj(m,W ) of
Rout,j−1 given by

Qj(m,W ) = Ψ−1
(j−1)→j

(
φ−1

cj

(
W ∩ Om

j

)
∩Rin,j

)
⊂ Rout,j−1 ⊂ Hout

cj−1
.

If W is a vertical strip across Rout,j then from properties (4) - (8) we get:

(12) The set Qj(m,W ) is a vertical strip across Rout,j−1;
(13) If the vertical boundaries of W are the graphs of smooth monotonically decreasing functions

then the vertical boundaries of Qj(m,W ) are the graphs of smooth monotonically decreasing
functions;

(14) If moreover the width of W is d then the width of Qj(m,U) is at most νmd for νm = εEje
−2πEjm.

Note that νm < 1 for all m ≥ 0 if ε < 1/Ej (see lemma 18 in appendix A).

For j = 1, . . . , k, denote by Φj the expression

Φj = φcj
◦Ψ(j−1)→j : Rout,j−1 → Rout,j .

Points q in Rout,j whose forward trajectory follows the cycle from cj to cj+1 and arrive at Φj+1(q) ∈
Rout,j+1 lie in the set

W 1
j =

∞⋃

m=1

Qj+1

(
m,Rout,j+1

)
⊂ Rout,j

which is the disjoint union of vertical strips across Rout,j . Points q in Rout,j with forward trajectories
that follow the connections [cj → cj+1] and [cj+1 → cj+2] to arrive at Φj+2 ◦ Φj+1(q) ∈ R

out,j+2 lie in
the set

W 2
j =

∞⋃

m=1

Qj+1

(
m,W 1

j+1

)
⊂W 1

j ⊂ R
out,j ,

a disjoint union of vertical strips. Similarly points q with forward trajectory that follows the cycle along
l connections from cj to cj+l, arriving at Φj+l ◦ · · · ◦Φj+1(q) ∈ R

out,j+l lie in the set W l
j ⊂ R

out,j defined
recursively by

W 0
j = Rout,j W l

j =

∞⋃

m=1

Qj+1

(
m,W l−1

j+1

)
⊂W l−1

j ⊂ Rout,j

a disjoint union of vertical strips across Rout,j , the vertical strips in W l
j . We obtain chains of nested

strips comprising the sets

· · · ⊂W l+1
j ⊂W l

j ⊂W
l−1
j ⊂ · · · ⊂W 1

j ⊂W
0
j .

The same procedure may be used going backwards in time. For j = 1, . . . , k, let

U0
j = Rin,j U l

j =

∞⋃

m=1

Pj−1

(
m,U l−1

j−1

)
⊂ U l−1

j ⊂ Rin,j ,

where each U l
j is a disjoint union of vertical strips across Rin,j , the vertical strips in U l

j . A point q ∈ U1
j

lies in the forward trajectory of p = φ−1
cj−1
◦ Ψ−1

(j−1)→j
(q) that follows the connection [cj−1 → cj ] from

p ∈ Rin,j−1 to q ∈ Rin,j . Let Φ̃−1
j be given by Φ̃−1

j = φ−1
cj
◦ Ψ−1

j→(j+1). Then the trajectory of a point

q ∈ U l
j , starting at p = Φ̃−1

j−l ◦ · · · ◦ Φ̃−1
j−1(q) ∈ R

in,j−l follows the l connections from cj−l to cj until it

reaches q in Rin,j .
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The following properties of the sets U l
j and W l

j follow from direct calculations and from the properties
(1)–(8) of section 5.2:

(15) Each one of the vertical strips in W l
j and in U l

j , respectively, except for its horizontal boundaries

is contained in the interior of a vertical strip, respectively in W l−1
j and in U l−1

j ;

(16) The vertical boundaries of the strips in W l
j and U l

j are the graphs of smooth monotonically
decreasing functions;

(17) The first hit map Φj+1 sends W l
j onto W l−1

j+1 contracting the width of strips by ν < 1, by
construction;

(18) The last hit map Φ̃−1
j sends U l

j+1 onto U l−1
j contracting the width of strips by µ < 1, by

construction;
(19) The sets

Λout
j =

∞⋂

l=1

W l
j ⊂ R

out,j and Λin
j =

∞⋂

l=1

U l
j ⊂ R

in,j

are the disjoint union of graphs of smooth monotonically decreasing functions, the curves in Λout
j

and Λin
j , respectively.

The trajectory of each point in one of the curves in Λout
j follows the cycle Σ for positive time t making

the same number of turns around each node. The same holds in negative time t for the curves in Λin
j .

Each one of the sets Λout
j and Λin

j meets each horizontal line in Rout,j and Rin,j , respectively, in an
uncountable set of points. This intersection is not a Cantor set because it is not closed, since

∞⋃

m=0

O
m

j = Hout
cj
\Wu

loc(cj)

is not a closed set and for each l the strips in W l
j accumulate on the vertical axis Wu

loc(cj) ∩ H
out
cj

but

Wu
loc(cj) ∩W

l
j = ∅, with a similar statement for U l

j .

(20) The set Ψ(j−1)→j

(
Λout

j−1

)
⊂ Rin,j is the disjoint union of horizontal curves that are the graphs of

smooth monotonic functions. Therefore, each vertical curve in Λin
j meets each horizontal curve

in Ψ(j−1)→j

(
Λout

j−1

)
at exactly one point.

Let

Λj = Λin
j ∩Ψ(j−1)→j

(
Λout

j−1

)
⊂ Rin,j ΛN =

k⋃

j=1

Λj

and let F : ΛN −→ ΛN be given by F (p) = Ψj→j+1 ◦ φcj
(p) for p ∈ Rin,j . Then F may be indefinitely

iterated in ΛN, so it defines a discrete dynamical system in ΛN. This proves statement a) of theorem 6.
Moreover, for each point p ∈ ΛN and each l ∈ Z, if p ∈ Λj then the point F l(p) lies in one of the strips
Im

j+l in Rin,j+l so its trajectory turns m times around cj+l. Thus to each point p ∈ Λj and each l ∈ Z

we associate zl(p) = m.
The description of the number of turns made by trajectories of points in ΛN may be rewritten in terms

of symbolic dynamics, as follows. Let ΩN = NZ be the space of bi-infinite sequences of natural numbers.
We use for our first coding the space Ωk = {1, . . . , k}×ΩN, a non-compact metric space and the operator
σ∗ (j, (zi)) = (j + 1, (zi+1)) on Ωk, that is essentially the shift operator on ΩN. For the topology of these
spaces and the dynamics of σ see, for instance Kitchens[23], specially [23, Ch. 7] for shifts on infinite
sets of symbols. Each symbol (j, (zi)) ∈ Ωk codes the number of turns zi made by a trajectory around
the node ci+j as it follows the cycle Σ = 〈c1, . . . , ck〉. This is similar to the usual coding in symbolic
dynamics, except that we are coding for number of turns instead of spatial dynamics and that we are
keeping track of the node around which the turns are made.

Theorem 8. The dynamical system (ΛN, F ) is topologically conjugate to the shift (σ∗,Ωk).

This is why we call the dynamics a horseshoe in time: the number of turns in a neighbourhood of
each closed orbit in the cycle, and consequently the time spent near each closed orbit, is coded like a
horseshoe. Theorem 6 follows immediately from theorem 8.
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5.4. Second coding. There are two problems with the coding of section 5.3. The first is that the set ΛN

of points in trajectories being coded is not closed, as we have already remarked. The second is that the
corresponding symbolic dynamics uses an infinite set of symbols, and this has properties that are weaker
than those of subshifts of finite type. We may overcome these dificulties by coding the trajectories of
points in the counting sections Πj , instead of taking points in Hin

cj
. The geometrical behaviour of the

first return to Πj is a lot more complicated than in Hin
cj

. For the sake of clarity we have used the first and

simpler coding in Hin
cj

and now we transfer the results to the counting sections, thus obtaining additional
dynamical information that will be discussed in the next section.

Each counting section Πj has been identified with the rectangle (ρ, z) ∈ [1, 1 + ε]× [0, ε] (see figures 3
(a) and 8 (a)). Then for each Πj we consider a partition into horizontal rectangles (figure 8 (b)):

Fm
j = [1, 1 + ε]×

(
ε(e−2πEj )m+1 , ε(e−2πEj )m

]
m = 0, 1, . . .

and

F∞
j = [1, 1 + ε]× {0} = W s(cj) ∩Πj

as well as a partition into vertical rectangles

Gm
j =

(
1 + ε(e−2πCj )m+1 , 1 + ε(e−2πCj )m

]
× [0, ε] m = 0, 1, . . .

and

G∞j = {1} × [0, ε] = Wu(cj) ∩Πj .

Trajectories starting in Πj\F
0
j return to Πj without leaving Vj , so there are well defined first hit maps

hj : Πj\F
0
j −→ Πj that send each rectangle Fm

j , m ≥ 1 onto

hj

(
Fm

j

)
= Fm−1

j \G0
j .

Their inverses h−1
j are well defined in Πj\G

0
j and send each rectangle Gm

j , m ≥ 1 onto

h−1
j

(
Gm

j

)
= Gm−1

j \F0
j .

Trajectories φ(t, q) starting at q ∈ F0
j go out of Vj for positive t through Hout

j without crossing

Πj , so there are well defined first hit maps fj : F0
j −→ Hout

j . Then, by (19) of section 5.3, the set

M0
j = f−1

j

(
Λout

j

)
is the disjoint union of horizontal curves across F0

j that are the graphs of smooth
monotonic functions.

Similarly, trajectories φ(t, q) of points q ∈ G0
j come from outside Vj through Hin

j without crossing Πj

for negative t, so there are well defined last hit maps g−1
j : G0

j −→ Hin
j and L0

j = gj

(
Λin

j

)
is the disjoint

union vertical curves across G0
j that are the graphs of smooth monotonic functions.

The maps hj may now be used to obtain the first return to Πj of trajectories of points in L0
j that do

not go out of Vj without returning to Πj . This is given by the set L1
j = hj

(
gj

(
Λin

j

)
\F0

j

)
, a disjoint

union vertical curves across G1
j . Iterating the process we get Lm

j = hj

(
Lm−1

j \Fm−1
j

)
, a disjoint union

vertical curves across Gm
j . Similarly, define Mm

j = h−1
j

(
Mm−1

j \Gm−1
j

)
, a disjoint union of horizontal

curves across Fm
j .

The Cantor set

Λ =
k⋃

j=1

(
F∞

j ∪
∞⋃

m=0

Mm
j

)
∩

(
G∞j ∪

∞⋃

m=0

Lm
j

)
⊂

k⋃

j=1

Πj

consists of points whose trajectories return to
⋃k

j=1 Πj infinitely many times in the future and in the

past. The first return of p ∈ Λ to
⋃k

j=1 Πj is given by the map G : Λ −→ Λ

G(p) =

{
hj(p) for p ∈ Πj\F

0
j

gj+1 ◦Ψj→(j+1) ◦ fj(p) for p ∈ F0
j

and G may be indefinitely iterated in Λ. The expression for G(p) is a well defined map in all of Πj\F
0
j

and also in a vertical strip in F0
j , but it has a discontinuity at the common boundary of F0

j and F1
j , if

we use the induced topology in
⋃

j Πj .

Let ΩT ⊂ {1, . . . , k}
Z be the subspace of bi-infinite sequences of k symbols with transition matrix

T = (Tij) where Tij = 1 if either j = i or j = i + 1 (mod k), Tij = 0 otherwise and let σ be the shift
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Figure 8. (a): The shaded rectangle represents the counting section Πj at cj . (b):
The section Πj may be partioned into horizontal strips Fm

j (m ∈ N0). For m ≥ 1, the

forward trajectory of a point in Fm
j first hits Πj at Fm−1

j and then at Fm−2
j and so on,

until it reaches in F0
j . The images of these points are governed by the map hj . (c): The

forward trajectory of a point in F0
j goes to Hout

j without crossing Πj . The shaded regions

in (c) and (d) correspond to hj(F
0
j ). In (b), it is possible to see the representation of

the Cantor set f−1
j (Λout

j ) as a disjoint union of horizontal strips across F0
j . A similar

statement holds for gj(Λ
in
j ) replacing horizontal strips across F0

j by vertical strips across

G0
j .

operator on ΩT . Given p ∈ Λ and i ∈ Z let si(p) = j if Gi(p) ∈ Πj . This is a bijection from Λ onto ΩT ,
by construction. The standard treatment of Wiggins [44] can now be used to yield:

Theorem 9. The dynamical system (Λ, G) is topologically conjugate to (ΩT , σ).

A sequence (zi)i∈Z ∈ ΩT gives us information about the number of turns around consecutive nodes of
Σ of trajectories that remain close the cycle in forward and backward time. For example, if k = 3, the
sequence

...2233112233.1123333112233112233...

corresponds to a trajectory turning twice around c1, once around c2, four times around c3, twice around
c1 and so on. Each repetition of the symbol j corresponds to a new turn around cj . Thus Theorem 6
follows from Theorem 9. Other interesting dynamical features are discussed in the next section.

6. Extensions and discussion of results

In this section we describe further consequences of the methods of Section 5 for the dynamics around
the heteroclinic cycle Σ. The results are not the main goal of the paper, so the presentation is less
detailed. From the results used theorem 8 it follows:

Corollary 10. Let Σ = 〈c1, . . . , ck〉 be a heteroclinic cycle of hyperbolic periodic trajectories in a 3-
dimensional manifold embedded in Rn such that the invariant manifolds of consecutive nodes of Σ meet
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transversely. Then there exists a set with positive Lebesgue measure exhibiting finite cycling of any order
and the finite cycling near Σ may be realized by periodic trajectories.

Proof. For this proof we use the first coding of section 5.3. Arbitrarily close to the cycle it is possible
to define the set ΛN as in Theorem 8. This set is constructed as an infinite intersection of nested strips
U l

j and Ψ(j−1)→j

(
W l

j

)
. Each finite intersection of strips has positive measure in Rin,j . Then for any m,

points in the set
k⋃

j=1

(
m⋂

l=1

U l
j ∩Ψ(j−1)→j

(
W l

j

)
)

correspond to infinitely many sequences of symbols in Ω1 sharing the same central block, so this is a set
of points exhibiting cycling of finite order m. Saturating this set by the flow we obtain a set of positive
Lebesgue measure in the manifold.

Pick a finite sequence ω = z1 · · · zm with zj ∈ N and, without loss of generality, suppose its length
is an integer multiple of k, i.e., m = nk, n ∈ N. By the previous paragraph, there is a set of points
whose trajectory exhibits cycling associated to this sequence. Concatenating infinitely many times the
sequence ω, we obtain a periodic infinite sequence of natural numbers (zi)i∈Z ∈ ΩN of period nk. Thus,
(1, (zi)) ∈ Ωk is a fixed point of (σ∗)

nk. The point in ΛN that corresponds to (1, (zi)) has a periodic
trajectory that exhibits finite cycling associated to the sequence ω. �

From theorem 9 we also get:

Corollary 11. For the dynamical system (Λ, G), k > 1, defined in section 5.4, we have:

(1) the topological entropy of (Λ, G) is log 2;
(2) (Λ, G) is topologically mixing, in particular (Λ, G) is topologically transitive and the set of periodic

points of (Λ, G) is dense in Λ.

Proof. (1) The topological entropy is invariant under conjugacy, thus by theorem 9 it is enough to show
that (ΩT , σ) has topological entropy log 2.

The graph associated to T is strongly connected (it is possible to get from any vertex to any other by
traversing a sequence of edges), therefore the matrix T is irreducible. Moreover, for each j ∈ {1, . . . , k},
the entries of any row of T k−1 correspond to permutations of the k elements of the line k of Pascal’s
Triangle, thus it follows that T is aperiodic.

Since T is irreducible and aperiodic, by the Perron-Frobenius theorem, its topological entropy htop

satisfies htop = log(λ) where λ is the spectral radius of T (see Katok et al [22] and Kitchens [23] for
details). Developing det(T − λI) along the k-th row, we have

P (λ) = det(T − λI) = (−1)k+1 + (1− λ)(1− λ)k−1 = (−1)k+1 + (1− λ)k.

Hence P (2) = 0 and 2 is the real number with largest absolute value satisfying P (λ) = 0. Thus,
htop = log(2).

(2) By Katok & Hasselblatt (proposition 1.9.9 of Katok et al [22]), since the matrix T is aperiodic,
the dynamical system (ΩT , σ) is topologically mixing and its periodic orbits are dense in ΩT . The result
follows by conjugacy. �

Roughly speaking, the topological entropy is a single positive number that represents the exponential
growth rate of the total number of orbit segments distinguishable with arbitrarily fine but finite precision
and it describes the exponential complexity of the orbit structure. Corollary 11 shows that if a cycle Σ
whose nodes are periodic trajectories has more than two nodes, then the topological dynamics of (Λ, G)
is of the same type for all k > 1, ie increasing the number of periodic nodes does not increase the number
of statistically observable orbits near the cycle.

Theorem 9, together with the geometrical information of section 4, provides information on additional
heteroclinic connections, as follows:

Proposition 12. Let Σ = 〈c1, . . . , ck〉 be a heteroclinic cycle of hyperbolic periodic trajectories in a
3-dimensional manifold such that the invariant manifolds of consecutive nodes of Σ meet transversely.
Then:
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(1) The trajectories c1, . . . , ck are the nodes of a heteroclinic network with all-to-all coupling, including
homoclinic connections. Each pair of nodes is connected by a countable infinite set of trajectories.

(2) At each heteroclinic connection the invariant manifolds of consecutive nodes meet transversely.
Two different heteroclinic connections between the same pair of nodes are distinguished by the
number of loops they make around the nodes in the cycle.

(3) Points lying in heteroclinic connections are dense in Λ.
(4) Σ is not asymptotically stable.

Proof. (1) In the coding of section 5.4, a sequence (zi)i∈Z ∈ ΩT with zi constant and equal to j for
all i > p corresponds to a point in the stable manifold of cj and a sequence that is constant and
equal to j for i < p corresponds to a point in the unstable manifold of cj . Thus, a sequence
(zi)i such that there exists tq < tp ∈ Z for which ∀i < tq, zi = q and ∀i > tp, zi = p codes
a heteroclinic connection [cq → cp]. Each central block from ztq+1 to ztp−1 corresponds to a
different heteroclinic connection and the central block determines the number of turns around
the nodes.

Note that the constant sequence (zi)i such that ∀i ∈ Z, zi = p corresponds to the node cp of
Σ, since any invariant saddle is contained in its stable and unstable manifolds.

(2) For k = 1 the result is trivial. For k ≥ 2, consider m ∈ {1, . . . , k}. Since the invariant manifolds
of consecutive nodes in Σ intersect transversely, then locally Wu(cm) ∩ Hin

cm+1
is a segment (in

the terminology of section 4) near each intersection point. Its image by φcm+1
is a helix on Hout

cj+1

accumulating on Wu(cm+1). By transversality, there are infinitely many arcs of this helix, whose
end points lie in W s(cm+2), which are mapped by Ψm+1→m+2 into segments on Hin

cm+2
. Each

one of these segment is mapped into a helix on Hout
cm+2

accumulating on Wu(cm+2). This curve

cuts W s(cm+3) transversely infinitely many times. It is possible to repeat the argument until,
for any n ∈ {1, . . . , k}, the helix meets W s(cn) infinitely many times. This helix corresponds to
points of Wu(cm), hence, there exist infinitely many heteroclinic connections from cm to cn. It
is possible to choose the heteroclinic connection from cm to cn turning around the nodes cm+1,
..., cn−1 any sequence of nonnegative numbers.

(3) Pick p ∈ Λ and let U be an open set such that p ∈ U . The image of U under the conjugacy ϑ is
an open set corresponding to a set of sequences with the same central block X. Concatenating
with a left infinite sequence of the type←−a = . . . aaa and with a right infinite sequence of the type
−→
b = bbb . . ., the element ←−a X

−→
b belongs to ϑ(U) and corresponds to a heteroclinic connection

from the saddle ϑ−1(. . . aaa . . .) to the saddle ϑ−1(. . . bbb . . .). The results follows imediately by
conjugacy. It is worth noting that this holds for any choice of heteroclinic connection.

(4) Trajectories starting close to an asymptotically stable heteroclinic cycle spend more and more
time near each node on each visit. If Σ were asymptotically stable, then the times spent by a
trajectory inside each of the neighbourhoods Vj would be a monotonically increasing sequence.
This contradicts cycling because it is possible to find trajectories associated to any possible
sequence of symbols.

�

Theorem 9 may also be used to obtain a description of the behaviour of trajectories near the network
of proposition 12.

Corollary 13. Let Σ = 〈c1, . . . , ck〉 be a heteroclinic cycle of hyperbolic periodic trajectories in a 3-
dimensional manifold such that the invariant manifolds of consecutive nodes of Σ meet transversely. Let
Σ∗ be a subnetwork of the network of proposition 12 such that Σ∗ has finitely many hetero/homoclinic
connections. Then there is switching near Σ∗. Moreover, we may prescribe the number of turns around
each node for the trajectory that follows any sequence of connections. The combination of following a
particular path and a given number of turns is realised by a unique trajectory.

Thus, near the cycle Σ, there is a dense set corresponding to the transverse intersection of the invariant
manifolds of different nodes, giving rise to a robust and transitive set with very rich persistent properties.
The result is even more interesting due to the fact that the map F defined in 5.3 is uniformly hyperbolic
in the intersection of ΛN with any compact subset of Rin,j , where it admits an invariant dominated
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splitting, see Araújo and Paćıfico [6]. The map G defined in 5.4 is uniformly hyperbolic at the points
where it is defined and continuous.

7. Cycling in higher dimensions

The results of the previous sections can be extended to higher dimensions using the centre manifold
techniques of Homburg [19], Shaskov el al [40] and Shilnikov et al [41].

Consider a heteroclinic cycle Σ in Rn whose nodes are hyperbolic periodic solutions cj , j = 1, · · · , k of

ẋ = f(x) with (possibly multiple) Floquet exponents λj
i , 0, γ

j
l , i = 1, . . . , s, l = 1, . . . , u, with n = u+s+1,

satisfying

Re(λj
s) < . . . < Re(λj

2) < Re(λj
1) < 0 < Re(γj

1) < Re(γj
2) < . . . < Re(γj

u) .

Suppose the leading Floquet exponents λj
1 and γj

1 are both real and simple. Under these conditions, the
results of Shilnikov et al [41] imply that generically there exists a smooth 3-dimensional flow-invariant
centre manifold W c(Σ) that contains Σ.

We discuss briefly the genericity conditions and the properties of this manifold.
At each point p of cj denote by Ess, Ec and Euu the subspaces associated to the Floquet expo-

nents {λj
s, . . . , λ

j
2}, {λ

j
1, 0, γ

j
1} and {γj

2, . . . , γ
j
u}, respectively. Besides the s-dimensional stable and u-

dimensional unstable manifolds of cj , there exists a centre unstable manifold W cu(cj) that is tangent, at
each point p of cj , to the subspace Ec ⊕Euu and a centre stable manifold W cs(cj) tangent to Ess ⊕Ec.
It is clear that [cj → cj+1] ⊂W

cu(cj) ∩W
cs(cj+1).

Shilnikov et al [41] proved that along W cu(cj), there exists a u-dimensional strong unstable foliation
Fuu whose leaves at p ∈ cj include Wuu(p). Similarly, along W cs(cj) there exists an s-dimensional strong
stable foliation Fss containing W ss(p) as a leaf at p. Both foliations are at least of class C1.

The genericity condition for existence of the centre manifold W c(Σ) is that at each point p of each
heteroclinic connection, the centre unstable manifold W cu(cj) is transverse to a leaf of Fss and W cs(cj+1)
is transverse to a leaf of Fuu. This condition avoids degenerate cases like the orbit flip, inclination flip,
bellows and the homoclinic butterfly (see Homburg et al [21] for details).

On the centre manifold W c(Σ) the results of the preceding sections hold, so from Theorems 6, 9 and
the results of Section 6 we get:

Theorem 14. Let Σ = 〈c1, . . . , ck〉 be a heteroclinic cycle of hyperbolic non trivial periodic trajectories in
a manifold of dimension n ≥ 3 such that all cj have the same number of Floquet exponents with negative
real parts and the leading Floquet exponents are real and simple. If the invariant manifolds of consecutive
nodes meet transversely, then, generically:

(1) Σ is contained in a smooth, flow-invariant, 3-dimensional center manifold W c(Σ);
(2) Σ has finite and bi-infinite cycling;
(3) there is a Cantor set Λ contained in W c(Σ) such that the first return map on Λ is conjugated to

a subshift of finite type on k symbols;
(4) Σ is not asymptotically stable neither in forward nor in backward time;
(5) for each j ∈ {1, . . . , k}, there exist infinitely many homoclinic trajectories associated to cj;
(6) if k ≥ 2, for each m,n ∈ {1, . . . , k}, there exist infinitely many heteroclinic trajectories from cm

to cn;
(7) for each l ∈ {2, . . . , k} and each permutation σ ∈ Sk of k elements there exists a heteroclinic

network of periodic trajectories

Σlσ =
〈
cσ(1), . . . , cσ(l)

〉
.

whose invariant manifolds of consecutive nodes meet transversely.

8. Construction of a heteroclinic cycle between three periodic trajectories in a five

dimensional sphere

In this section we construct a vector field in R6 for which our results may be applied. Restricted
to a five dimensional invariant sphere it has a heteroclinic cycle between periodic trajectories and the
invariant manifolds of two consecutive periodic trajectories intersect transversely. Thus, by the results
above, the dynamics near the heteroclinic cycle exibits chaotic cycling and all the associated dynamics.
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The construction of the example relies on the technique presented in Aguiar et al [4] which consists
essentially in three steps. In Aguiar et al [4], the authors start with a vector field on R3 with an
attracting flow-invariant two-sphere containing a heteroclinic network. The heteroclinic network involves
equilibria and one-dimensional heteroclinic connections that correspond to the intersection of fixed-point
subspaces with the invariant sphere. The vector field needs to be at least Z2-equivariant. Due to the
Z2-equivariance the vector field can be lifted by a rotation to a vector field on R4 with an attracting
flow-invariant three-sphere. This forces some of the one-dimensional heteroclinic connections to become
two-dimensional heteroclinic connections. The resulting vector field is SO(2)-equivariant. Finally, they
perturb the vector field in a way that destroys the SO(2)-equivariance and such that the three-sphere
remains invariant and globally attracting and some of the nontransverse two-dimensional heteroclinic
connections perturb to transverse connections. Here we extend this procedure to three rotations.

This may be related to the construction in Melbourne [29] that starts with a (Z2⊕Z2⊕Z2)-equivariant
system of differential equations in R3 whose flow has an asymptotically stable heteroclinic network
between six equilibria. Using this system as an amplitude equation and adding three phase equations, the
system lifts to a flow in R6 that has now an asymptotically stable heteroclinic cycle between three periodic
solutions with three-torus T3 symmetry. Each saddle of the cycle is what Krupa [25] calls a relative
equilibrium. Adding a symmetry breaking term to the amplitude system breaks all the connections, the
cycle disappears in the corresponding system in R6, but any trajectory near the ghost of the cycle will
reconstruct its shape. Melbourne estimated the quasi-period of trajectories near each periodic solution.
In our approach, instead of perturbing the amplitude equations, we perturb the lifted vector field in R6

in such way that the heteroclinic cycle does not disappear and the invariant manifolds of consecutive
nodes meet transversely.

We use the terminology of Aguiar et al [4], for results on dynamics. For symmetry, we refer the reader
to Golubitsky et al [15].

8.1. Lifting a vector field. In Aguiar et al [4], it is proven how some properties of a Z2-equivariant
vector field in R3 lift by a rotation to properties of the resulting vector field in R4. Those results
generalize trivially to the lift by a rotation of a Z2-equivariant vector field on Rn to a vector field on
Rn+1. More concretly, let Xn be a Z2-equivariant vector field on Rn. Without loss of generality, we can
assume that Xn is equivariant by the action

kn(x1, . . . , xn−1, ω) = (x1, . . . , xn−1,−ω).

The vector field Xn+1 on Rn+1 is obtained by adding the auxiliary equation ϕ̇n = 1 and interpreting
the coordinates (ω, ϕn) as polar coordinates. In rectangular coordinates (x1, . . . , xn+1) on Rn+1, it
corresponds to xn = ω cosϕn and xn+1 = ω sinϕn. The resulting vector field Xn+1 on Rn+1 is SO(2)-
equivariant.

As in Aguiar et al [4], for Σ ⊂ Rn let L(Σ) ⊂ Rn+1 be the lift by rotation of Σ, the set of points
(x1, . . . , xn+1) such that either (x1, . . . , ω) or (x1, . . . ,−ω) lies in Σ, whith |ω| = ||(xn, xn+1)||. Consider
the inclusion map in : Rn → Rn+1, with

in(x1, . . . , ω) = (x1, . . . , xn−1, ω, 0).

Extending the definition of heteroclinic connection between two invariant periodic solutions ci and
cj as an m-dimensional connected flow-invariant manifold contained in Wu(ci) ∩W

s(cj), the results in
section 3 of Aguiar et al [4] generalize to:

Proposition 15. Let Xn be a Z2(kn)-equivariant vector field in Rn and Xn+1 its lift to Rn+1 by rotation.

(a) If Σ ⊂ Rn is invariant by the flow of Xn, the L(Σ) is invariant by the flow of Xn+1. In particular,
if p is an equilibrium of Xn then L({p}) is a relative equilibrium of Xn+1.

(b) If r0 and r1 are relative equilibria of Xn and ξ is a k-dimensional connection from r0 to r1, then:
(1) If ξ lies in Fix(Z2(kn)), then r0 and r1 also lie in Fix(Z2(kn)) and ξ lifts to a k-dimensional

from the relative equilibria i(r0) = r0 to i(r1) = r1 of Xn+1.
(2) If ξ is not contained in Fix(Z2(kn)), then ξ lifts to a (k + 1)-dimensional connection from

the relative equilibria L(r0) to L(r1) of Xn+1.
(c) If Σ is a compact Xn-invariant asymptotically stable set then L(Σ) is a compact Xn+1-invariant

asymptotically stable set.
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(d) If Sn−1
r is an Xn-invariant globally attracting sphere then L(Sn−1

r ) = Sn
r is an Xn+1-invariant

globally attracting sphere.
(e) If p is an hyperbolic equilibrium of Xn then L({p}) is also hyperbolic.
(f) The SO(2)-orbit of any Xn+1-invariant set is always the lift of an Xn-invariant set. In particular,

any SO(2)-relative equilibrium of Xn+1 is the lift of an equilibrium of Xn.

Moreover, it may be proved that if Σ ⊂ Rn is a compact flow-invariant set such that Σ ⊂ W s(Σ)\Σ

and Σ ⊂ Wu(Σ)\Σ then L(Σ) is also a compact flow-invariant set satisfying L(Σ) ⊂ W s(L(Σ))\L(Σ)

and L(Σ) ⊂Wu(L(Σ))\L(Σ).

8.2. Construction of the example. Let Γ ⊂ O(3) be the finite group generated by:

d(ρ0, ρ1, ρ2) = (ρ1, ρ2, ρ0),
q(ρ0, ρ1, ρ2) = (−ρ0, ρ1, ρ2).

Let X3 be the fifth-order perturbation, studied in Aguiar [1], of the degree three normal form for the
vector fields that are Γ-equivariant (see Guckenheimer et al [16]):

(4)
ρ̇0 = ρ0

(
λ+ αρ2

0 + βρ2
1 + γρ2

2 + δ(ρ4
1 − ρ

2
0ρ

2
2)
)
,

ρ̇1 = ρ1

(
λ+ αρ2

1 + βρ2
2 + γρ2

0 + δ(ρ4
2 − ρ

2
0ρ

2
1)
)
,

ρ̇2 = ρ2

(
λ+ αρ2

2 + βρ2
0 + γρ2

1 + δ(ρ4
0 − ρ

2
1ρ

2
2)
)
.

Theorem 16. For λ > 0, β + γ = 2α, β < α < γ < 0 and δ < 0 the flow of the vector field X3 satisfies
(see figure 9):

(a) The sphere S2
r, of radius r =

√
− λ

α
, is invariant by the flow and globally attracting.

(b) The equilibria p±0 = (±r, 0, 0), p±1 = (0,±r, 0) and p±2 = (0, 0,±r) are hyperbolic saddles.
(c) When restricted to the invariant sphere S2

r the invariant manifolds of p±i , i = 0, 1, 2 satisfy:

(c.1) Wu(p±i ) ∩W s(p±i+1) (mod 3) is one-dimensional and

(c.2) ∪i=0,1,2

[
{p±i } ∪W

u(p±i )
]

= ∪i=0,1,2

[
{p±i } ∪W

s(p±i )
]

is an asymptotically stable heteroclinic

network with twelve connections between the saddles p±i .

(d) Besides p±i , i = 0, 1, 2 and the origin, which is repelling, there are eight equilibria which are unstable
foci on the restriction to S2

r.

Proof. See the proof of Theorem 24 in Aguiar et al [1]. �

We use the procedure described in Section 2 of [4] to lift the three-dimensional vector field X3, by
three rotations, to a vector field in R6. More specifically, since the vector field X3 is equivariant by the
action Z2(q)⊕ Z2(d

2qd)⊕ Z2(dqd
2), it has the form

ρ̇0 = ρ0f(ρ2
0, ρ

2
1, ρ

2
2),

ρ̇1 = ρ1f(ρ2
1, ρ

2
2, ρ

2
0),

ρ̇2 = ρ2f(ρ2
2, ρ

2
0, ρ

2
1),

with f : R3 → R such that

(5) f(u1, u2, u3) = (λ+ αu1 + βu2 + γu3 + δ(u2
2 − u1u3)).

Adding the auxiliary equations ϕ̇ = 1, ψ̇ = 1 and σ̇ = 1 and interpreting each pair of coordinates
(ρ0, ϕ), (ρ1, ψ) and (ρ2, σ) as polar coordinates, the vector field X3 lifts by three rotations to a vector
field X6 on R6 of the form:

ẋ1 = x1f(x2
1 + x2

2, x
2
3 + x2

4, x
2
5 + x2

6)− x2,
ẋ2 = x2f(x2

1 + x2
2, x

2
3 + x2

4, x
2
5 + x2

6) + x1,
ẋ3 = x3f(x2

3 + x2
4, x

2
5 + x2

6, x
2
1 + x2

2)− x4,
ẋ4 = x4f(x2

3 + x2
4, x

2
5 + x2

6, x
2
1 + x2

2) + x3,
ẋ5 = x5f(x2

5 + x2
6, x

2
1 + x2

2, x
2
3 + x2

4)− x6,
ẋ6 = x6f(x2

5 + x2
6, x

2
1 + x2

2, x
2
3 + x2

4) + x5.

Theorem 17. For the parameter values in theorem 16 the flow of the vector field X6 satisfies

(C1) There is a five-dimensional sphere, S5
r, that is invariant by the flow and globally attracting.
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Figure 9. Heteroclinic network of the flow of the vector field X3, restricted to the
invariant sphere S2

r. The intersection of the invariant sphere S2
r with the invariant

coordinate planes gives rise to three invariant circles. The union of these circles is the
heteroclinic network whose existence is proved in theorem 17.

(C2) On the invariant five-sphere, there is an asymptotically stable heteroclinic cycle Σ with three peri-
odic trajectories, ci, i = 0, 1, 2. The invariant manifolds of the periodic trajectories satisfy, on the
invariant sphere, Wu(ci) = W s(ci+1) (mod 3), corresponding to three-dimensional heteroclinic
connections.

(C3) The origin is the only equilibrium and it is repelling.
(C4) In the restriction to the invariant sphere S5

r, there is a three-dimensional flow-invariant torus
that is repelling.

Proof. The proof relies on the results in proposition 15.
Number the rotations associated to the angular coordinates ϕ, ψ and σ as rotations 1, 2 and 3,

respectively. The lift of the vector field X3 in R3 to the vector field X6 in R6 by the three rotations
corresponds to a sequence of three lifts, by each of the three rotations.

Due to assertion (d) in proposition 15, since the sphere S2
r is X3-invariant and globally attracting, the

sphere S5
r = L(S4

r) is X6-invariant and globally attracting.
Let Σ1 = Z2(q), Σ2 = Z2(d

2qd) and Σ3 = Z2(dqd
2). The fixed-point subspace Fix(Σi) = {(ρ1, ρ2, ρ3) ∈

R3 : ρi = 0}, i = 1, 2, 3, is invariant by rotation i.
In the flow of X3, the equilibria p±i−1, i = 1, 2, 3, lie in Fix(Σi+1) ∩ Fix(Σi+2) and the heteroclinic

trajectories connecting the equilibria p±i−1 and p±i lie in Fix(Σi+2), (mod 3). These, together with
assertion (b) in proposition 15, prove the existence of the heteroclinic cycle Σ in assertion (C2).

More specifically, the equilibria p±i−1, i = 1, 2, 3, lift by rotation i to a periodic trajectory ci−1, which
remains invariant by the other two rotations. The periodic trajectory ci, i = 0, 1, 2 has equations

x2
2i+1 + x2

2i+2 = r2

and
x2i+3 = x2i+4 = x2i+5 = x2i+6 = 0 (mod 6).

By assertion (f) in proposition 15, the periodic trajectories ci, i = 0, 1, 2, are hyperbolic.
The heteroclinic trajectories connecting equilibria p±i−1 and p±i , i = 1, 2, 3, lift by rotation i to a pair

of two-dimensional connections from the periodic trajectory ci−1 to the equilibria p±i . Then by rotation
i+ 1, they lift to a three-dimensional connection from the periodic trajectories ci−1 to ci which remains
invariant by rotation i+ 2. The three-dimensional connection of the periodic trajectories ci−1 and ci has
equations

x2
2i+1 + x2

2i+2 + x2
2i+3 + x2

2i+4 = r2



22 A.A.P.RODRIGUES, I.S.LABOURIAU, AND M.A.D.AGUIAR

and

x2i+5 = x2i+6 = 0 (mod 6).

The asymptotic stability of the heteroclinic network in S2
r and assertion (c) in proposition 15 imply

the asymptotic stability of the heteroclinic cycle Σ in S5
r.

Assertion (C4) follows from the existence of the eight unstable foci on S2
r, that lie outside Fix(Z2(q))∪

Fix(Z2(d
2qd)) ∪ Fix(Z2(dqd

2)) and that their coordinates are
(
±

√
−
λ

3α
,±

√
−
λ

3α
,±

√
−
λ

3α

)
.

Thus, by rotation 1, they lift to four periodic trajectories, which lift to a pair of two-dimensional tori by
rotation 2 and to a three-dimensional torus by rotation 3. Since the equilibria are repelling and due to
assertion (e) in proposition 15 the torus is repelling.

By (e) and (f) in proposition 15 and assertions (d) and (e) in theorem 16 we obtain (C3). �

Figure 10 corresponds to the time series of a trajectory in a neighbourhood of the asymptotically
stable heteroclinic cycle in the flow of X6. As in Melbourne [29], the trajectory starts near the periodic
trajectory c2, spending some time nearby and jumps to the next periodic trajectory in the cycle, c0,
staying there for a longer period of time. This kind of motion continues around the heteroclinic cycle
before returning to the periodic trajectory c2. The asymptotic stability of the heteroclinic cycle implies
that the sequence of times spent near the nodes is monotonically increasing.

Perturbation and transverse intersection of manifolds - numerical simulation. The vector
field X6 is Z3 × SO(2)3-equivariant. The three-dimensional heteroclinic connections in Σ correspond to
the intersection of the invariant sphere S5

r with the fixed-point subspaces of the rotational symmetries.
Moreover, on the the invariant sphere S5

r they correspond to the nontransverse intersection of the invariant
manifolds of the periodic trajectories. We now perturb X6 keeping S5

r invariant while forcing those
invariant manifolds to intersect transversely on one-dimensional heteroclinic connections between the
periodic trajectories.

The perturbing term we consider is:

P (x1, x2, x3, x4, x5, x6) =




x4x5x6

−x3x4x5

x1x2x6

−x1x5x6

x2x3x4

−x1x2x3




and thus the perturbed vector field is X
p
6 = X6 + εP , with ε small. Note that this perturbation is

Z3-equivariant. The perturbation keeps the invariance of the planes defined by

x3 = x4 = x5 = x6 = 0, x1 = x2 = x5 = x6 = 0

and

x1 = x2 = x3 = x4 = 0

and is tangent to the invariant sphere; thus the invariant sphere and the three periodic trajectories are
invariant by the perturbed flow. However, the perturbation breaks the invariance of the hyperplanes
defined by x1 = x2 = 0, x3 = x4 = 0 and x5 = x6 = 0 that contain the heteroclinic connections and so
the connections are perturbed.

Although we do not prove analytically that the invariant manifolds of consecutive periodic trajectories
intersect transverselly, this will generically be the case. Here, we intend to present some evidences of
that, namely chaotic behaviour. High sensibility to initial conditions is emphasized in figures 11, 12 and
13. Figures 11 and 12 show the abrupt xi-variation of two trajectories having started very close. Figure
12 claims also the existence of chaotic cycling. The simulations in figures 11 and 12 show evidence of
instant chaos near the perturbed heteroclinic cycle due to the explosion of suspended horseshoes and
homoclinic classes.
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Figure 10. Time series corresponding to a solution near the asymptotically stable hete-
roclinic cycle in the flow of the vector field X6, with λ = 1, α = −0.33333333, β = −0.5,
γ = −0.16666667 and δ = −0.05. The initial condition is
(0.500,−0.05,−0.500,−0.500, 0.500,−0.500).

Bifurcating to chaos. As we know from the previous sections, for ε 6= 0, there is a infinite number
of heteroclinic and homoclinic connections between any two periodic trajectories and the dynamics near
the heteroclinic network is very complex. As we have seen using symbolic dynamics, the set of homo
and heteroclinic connections near the perturbed cycle is dense in the set of nonwandering trajectories
of the cycle. As ε → 0, the infinity of connections tend to the two dimensional connections between
consecutive periodic trajectories that exist for ε = 0, and the remaining cycle becomes asymptotically
stable, attracting all trajectories in a small neighbourhood.

This phenomenon is a consequence of the symmetry breaking and the route to the chaos corresponds to
a curious interaction between symmetry breaking, robust switching and chaotic cycling. This dynamical
phenomenon is even more interesting because of the emergence of chaotic cycling (after perturbation)
do not depend on the magnitude of the multipliers of the periodic trajectories. It only depend on the
geometry of the flow near the cycle. The magnitude of the multipliers is only crucial to study the stability
of the unperturbed cycle.
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Figure 11. Time series for two trajectories with close initial condition for the flow
corresponding to the vector field X6 + εP , with λ = 1, α = −0.33333333, β = −0.5,
γ = −0.16666667, δ = −0.05 and ε = 1 (the same trajectories as in figure 12). Left: the
initial condition is (−1.089, 1.715,−0.5,−0.5, 0.406,−0.5); Right: the initial condition is
(−1.090, 1.715,−0.5,−0.5, 0.407,−0.5). These time series illustrate the cycling of finite
order.

Lyapunov exponents. One of the most efficient tools for the study of chaotic dynamical systems is the
computation of the Lyapunov Exponents. Roughly speaking, they measure the stability and instability
of trajectories under perturbation. For X

p
6 and λ = 1, α = −0.33333333, β = −0.5, γ = −0.16666667

and δ = −0.05, one of the Lyapunov Exponents is 0, 00055 > 0. By Oseledets’ Theorem, this means that
there exists x and v ∈ TxS

5 such that
||DxF

n(v)|| > 1,

where F is the first return map near the heteroclinic cycle. Thus, v grows exponentially at a rate 0, 00055
in the future and contract exponentially at the same rate in the past. In our setting, it shows that P
corresponds to a unstable perturbation, illustrating that the distant future is practically inaccessible and
may only be described in average, in probabilistic and ergodic terms. Since, on a large scale, the evolution
resembles a random process, the symbolic dynamics used in sections 5.3 and 5.4 will be a very helpful
tool to tackle the complete characterization of this network.
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Time0 50
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Figure 12. Time series for two trajectories with close initial condition for the flow
corresponding to the vector field X6 + εP , with λ = 1, α = −0.33333333, β = −0.5,
γ = −0.16666667, δ = −0.05 and ε = 1 (the same trajectories as in figure 11). Left: the
initial condition is (−1.089, 1.715,−0.5,−0.5, 0.406,−0.5); Right: the initial condition
is (−1.090, 1.715,−0.5,−0.5, 0.407,−0.5). Note that the two time series are different,
illustrating the high sensitivity to initial conditions.

Appendix A. Estimates of contraction rates on strips

Lemma 18. If U is a vertical strip of width d across Rin,j and m ≥ 1 , then Pj(m,U) is a vertical strip
across Rin,j+1 of width D ≤ µmd, where

µm = εCje
−2πCj(m−1).

If W is a vertical strip of width d across Rout,j and m ≥ 1 , then Qj(m,W ) is a vertical strip across
Rout,j−1 of width D ≤ νmd, where

νm = εEje
−2πEjm.

Proof. We only prove the assertion about Pj(m,U) since the proof for Qj(m,W ) is quite similar, with

appropriate adaptations. By corollary 7, if U is a vertical strip across Rin,j then Û = φcj
(U ∩ Im

j ) is
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Figure 13. Projection in the (x1, x2), (x1, x3), (x1, x4), (x1, x5) and (x1, x6) planes of
the trajectory with initial condition (−1.089, 1.715,−0.500,−0.500, 0.406,−0.5) for the
flow corresponding to the vector field X6 + εP , with λ = 1, α = −0.33333333, β = −0.5,
γ = −0.16666667, δ = −0.05 and ε = 1.
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Figure 14. By corollary 7, for m ∈ N the set Û = φcj

(
U ∩ Im

j

)
is a horizontal strip

across the width of Hout
cj

and thus Û ∩Rout,j is a horizontal strip.

a horizontal strip across Rout,j , which is mapped by Ψj→j+1 into a vertical strip across Rin,j+1. For
these estimates we make the simplifying assumption that Ψj→j+1 is a rotation of π/2 around (A, 1)
followed by a translation mapping (A, 1) to (B, 0). Without this assumption the estimates hold with all
the µm multiplied by a suitable constant. Thus, the width D that we want to estimate is the height of

Û = φcj
(U ∩ Im

j ). This height is the lenght of a segment connecting two points with the same angular

coordinate (see figure 14). Let (ϕ1, r1) and (ϕ1, r1 +D) be these points and denote their pre-image under
φcj

by (θ1, z1) and (θ2, z2), respectively, with θ1, θ2 ∈ [0, 2π].
From the expression (3) for φcj

given in section 3, it follows that since the angular coordinates of
φcj

(θ1, z1) and φcj
(θ2, z2) are equal, then:

θ1 −
1

Ej

ln
(z1
ε

)
= θ2 −

1

Ej

ln
(z2
ε

)

which is equivalent to:

z2 = z1e
Ej(θ2−θ1).

Since φcj
(θ1, z1) and φcj

(θ2, z2) lie in the same vertical segment of lenght D, this means that:

1 + ε
(z2
ε

)Cj
Ej

= 1 + ε
(z1
ε

)Cj
Ej

+D.

and therefore

(6)
D

ε
=
(z1
ε

)Cj
Ej

(
eCj(θ2−θ1) − 1

)
.

Since (θ1, z1) and (θ2, z2) lie inside the strip Im
j , we have:

2πm ≤ θ1 −
1

Ej

ln
(z1
ε

)
≤ 2π(m+ 1)

and thus it follows that:

Ej(−2π(m+ 1) + θ1) ≤ ln
(z1
ε

)
≤ Ej(−2πm+ θ1)

giving rise to:

(7) e−2π(m+1)Ejeθ1Ej ≤
z1
ε
≤ e−2πmEjeθ1Ej .

From the second inequality of (7), we may conclude that:
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(8)
z1
ε
≤ e−2πmEjeθ1Ej ≤ e−2πmEje2πEj = e−2πEj(m−1)

Substituting (8) into (6), and taking into account that θ2−θ1 ≤ d (since the width of U is d), we show
that

D

ε
≤ e−2πCj(m−1)

(
eCj(θ2−θ1) − 1

)
≤ e−2πCj(m−1)

(
Cjd+ |o(d2)|

)

with a positive remainder |o(d2)| and hence D ≤ εCjde
−2πCj(m−1).

�

References

[1] M. A.D. Aguiar. Vector fields with heteroclinic networks, Phd thesis, Departamento de Matemática Aplicada, Faculdade
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