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Abstract

We compute the derivations of Quantum Nilpotent Algebras under
a technical (but necessary) assumption on the center. As a conse-
quence, we give an explicit description of the first Hochschild coho-
mology group of U+

q (g), the positive part of the quantized enveloping
algebra of a finite-dimensional complex simple Lie algebra g. Our re-
sults are obtained leveraging an initial cluster constructed by Goodearl
and Yakimov.

1 Introduction

Quantum nilpotent algebras (QNAs, for short), also known as CGL ex-
tensions (after Cauchon–Goodearl–Letzter), have been widely studied since
their introduction in [16], particularly in [11] and [12], where the authors
construct quantum cluster algebra structures on QNAs satisfying a few ad-
ditional conditions.
The class of QNAs can be thought of as a large axiomatically defined

class of algebras, modelled on the idea of deforming the enveloping algebra

∗Partially supported by CMUP – Centro de Matemática da Universidade do Porto,
member of LASI, which is financed by national funds through FCT – Fundação para a
Ciência e a Tecnologia, I.P., under the project with reference UID/00144.
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of a finite-dimensional nilpotent Lie algebra. QNAs include, for a symmetric
Kac–Moody Lie algebra g with triangular decomposition g = g+⊕h⊕g−, the
quantum Schubert cell algebras Uq(g

+ ∩wg−), where w is an element of the
Weyl group and Uq(g) is the corresponding quantum Kac–Moody algebra,
with q not a root of unity. In particular, if g is a simple finite-dimensional
complex Lie algebra, we obtain U+

q (g) := Uq(g
+) as a QNA. Further exam-

ples include quantum matrix algebras, generic quantized coordinate rings
of affine, symplectic and euclidean spaces, and generic quantized Weyl alge-
bras. Another interesting class of related examples are quantized coordinate
rings of double Bruhat cells of finite-dimensional connected, simply con-
nected complex simple algebraic groups, which are localizations of QNAs.
The latter relation to QNAs was exploited in [13] to prove the Berenstein–
Zelevinsky conjecture that these quantized coordinate rings admit quantum
cluster algebra structures.
Going back to the algebras U+

q (g), for g simple and finite dimensional of
rank n > 1, Yakimov’s Rigidity Theorem [28, Theorem 5.1] shows that the
automorphism group of U+

q (g) is generated, as a semidirect product, by the
torus of rank n acting diagonally on the Chevalley generators, forming an
abelian normal subgroup, and the finite group of diagram automorphisms
of the Dynkin diagram of g. It is thus natural to investigate also the Lie
algebra of derivations of U+

q (g), which can be thought of as infinitesimal
transformations, and the corresponding first Hochschild cohomology group
HH1(U+

q (g)). To the best of our knowledge, this is generally unknown except
for a few specific examples such as g = so5 (see [3]) and g = sl4 (see [17]). For
the multiparameter case, the Lie algebra of derivations is known for g = so5
(see [26]), g = so7 (see [20]), and for g = Der(O), of type G2 (see [29]).
In all of these cases, the strategy used largely involves localization theory
and Cauchon’s deleting derivations algorithm [7], along with some ad hoc
arguments. A similar strategy has also been used to study the derivations of
other QNAs, such as the multiparameter quantum Weyl algebra (see [25]),
the algebra of quantum matrices Oq(Mn) (see [15]), and a quantum second
Weyl algebra introduced in [18].
In this paper, we determine the derivations and the first Hochschild co-

homology group of an arbitrary uniparameter QNA R (as in Definition 3.1)
having no central QNA generators and satisfying an additional technical
(but necessary) assumption on the center. The latter assumption is satisfied
in case all of the normal elements are central and also in case R = U+

q (g), as
above (see Theorem 5.8). We find that HH1(R) is a free module over its cen-
ter Z(R), of rank equal to the rank of the maximal torus H acting rationally
by automorphisms on R. In fact, we see that HH1(R) can be identified with
the Z(R)-module HomZ(X(H),Z(R)), where X(H) is the character group of
H. In particular, for R = U+

q (g), where g is simple and finite-dimensional
of rank n > 1, we find that HH1(R) has a free Z(R)-basis given by the ho-
mogeneous derivations {Di}ni=1 satisfying Di(Ej) = δijEj , where E1, . . . , En
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are the Chevalley generators. We note that, by a recent result of Bell and
Buzaglo [2], the enveloping algebra of Der(R) is not noetherian.
We remark that, although the derivations Di are not locally nilpotent,

over the field of complex numbers one can compute, for λ ∈ C,

eλDi :=
∑
k≥0

λk

k!
Dk

i ,

which is the automorphism of U+
q (g) defined by eλDi(Ej) =

{
eλEi if i = j;

Ej if i ̸= j.
Thus, the exponential map

spanC{D1, . . . , Dn} −→ Aut(U+
q (g)), D 7→ eD (1)

surjects onto the normal subgroup (C∗)n of Aut(U+
q (g)), which is just the

maximal torus H. For a Lie algebra g as above, the center Z(U+
q (g)) is

a nontrivial polynomial algebra, so the Lie algebra HH1(U+
q (g)), which we

can identify with
⊕n

i=1 Z(U
+
q (g))Di, is infinite dimensional and in general

nonabelian. By contrast, the Lie algebra spanC{D1, . . . , Dn} appearing in
(1) is an n-dimensional abelian Lie algebra.
The methods developed in the present paper can be adapted and extended

in different directions. First, we can use similar techniques to show that the
derivations of certain primitive quotients of QNAs considered in this paper
are all inner, thus generalizing results from [19] in the case g = so5 and from
[18] for g of type G2. Secondly, we can adapt our techniques to compute the
derivations of quantum (upper) cluster algebras. Finally, we can describe
the Poisson derivations of Poisson Nilpotent Algebras (also known as Poisson
CGLs) and their Poisson primitive quotients under assumptions mirroring
the hypotheses of the present paper as well as the Poisson derivations of
various Poisson cluster algebras. We will come back to these results in
forthcoming publications.
The paper is organized as follows. In Section 2 we introduce quantum

affine spaces and quantum tori, and prove a general result on derivations of
polynomial extensions of a finitely generated algebra, leading to an extension
of [23, Corollay 2.3] to partially localized quantum affine spaces. Then, in
Section 3, after recalling the definition of a QNA R, we review the construc-
tion introduced in [11] by Goodearl and Yakimov of the set {y1, . . . , yN}
(N is the Gelfand–Kirillov dimension of R) of elements which generate a
quantum affine space A, giving rise to a chain of embeddings

A ⊆ R ⊆ T ⊆ Fract(R),

where T is the quantum torus associated to A and Fract(R) is the skew-field
of fractions of R. In other words, using the language of cluster algebras,
the set {y1, . . . , yN} is an (initial) quantum cluster for R. The elements in
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{y1, . . . , yN} include the homogeneous prime elements of R (which generate
a quantum affine space of Gelfand–Kirillov dimension n) and give rise to
several important localizations of R. The intersection of a family of these
localizations is shown to equal R (see also Appendix A), a result which
will play a crucial role in the proofs of our main results in Section 5. Our
main theorem holds under a few additional conditions which are satisfied
in particular in case R = U+

q (g), for g simple of rank n > 1. Our method
consists in first localizing R at an Ore set generated by some of the yi in
such a way that the center of the localization remains equal to Z(R). Then
we use Corollary 2.2 and our previous result on intersections of localizations
of R to conclude that any derivation of R can be decomposed as adx+θ,
for some x ∈ R and a derivation θ such that θ(yi) ∈ Z(R)yi (if yi is not
central) or θ(yi) ∈ Z(R) (if yi is central), for all 1 ≤ i ≤ N . Finally, we
use the X(H)-grading of R to show that the derivations θ are in one-to-one
correspondence with the Z(R)-module HomZ(X(H),Z(R)), leading to our
main results, Theorem 5.8 on the structure of the space of derivations of
R, and Corollary 5.9, stating that the first cohomology group HH1(R) is a
free Z(R)-module of rank n. We end this section with a series of examples
which illustrate the indelible role of the hypotheses in our work. In the final
Section 6, we apply our conclusions to the QNAs U+

q (g) as above, which are
stated in Theorem 6.2.

1.1 Notation and conventions

Throughout this paper, we work over an arbitrary base field K of char-
acteristic 0. In particular, unless otherwise stated, all endomorphism and
skew-derivations of K-algebras are assumed to be K-linear. Given integers
i, j ∈ Z, we set [i, j] := {k ∈ Z | i ≤ k ≤ j}.
As usual, an element of a list appearing with a hat is omitted from this

list.
For a K-algebra A, we will denote its center by Z(A) and its group of

K-linear automorphisms by Aut(A). The Lie algebra of K-derivations of A
is denoted by Der(A) and its Lie ideal of inner derivations is InnDer(A) :=
{adx | x ∈ A}, so that HH1(A) = Der(A)/ InnDer(A) is the first Hochschild
cohomology group of A. We say that the elements a, b ∈ A quasi-commute
if there is some ξ ∈ K∗ := K \ {0} such that ab = ξba.
Quantum nilpotent algebras (QNAs, for short) are given in Definition 3.1

as iterated Ore extensions. For readers less familiar with Ore extensions
(also known as skew polynomial rings) we refer to [9] and [4].
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2 Structure theorem for derivations of partially
localized quantum affine spaces

Derivations of quantum tori were computed in [23, Corollary 2.3], where it
was proved that every derivation can be expressed uniquely as the sum of an
inner derivation and a central derivation, that is, a derivation that acts by
multiplication by central elements on the canonical generators of the quan-
tum torus. In the same article, derivations of partially localized quantum
affine spaces were proved to be the sum of an inner derivation and a scalar
derivation under the assumption that the associated quantum torus is cen-
terless (or, equivalently, simple by [21, Proposition 1.3]), see [23, Corollary
2.6]. In this section, we compute the derivations of partially localized quan-
tum affine spaces without this simplicity condition but with the assumption
that non-localized generators are central. This is the assumption we need
in Section 5. This assumption is somehow natural since every uniparameter
quantum torus is isomorphic, in the generic case, to a commutative Laurent
polynomial ring over a simple quantum torus [24, Proposition 2.3].
Before we state the main results of this section, we fix the notation.
Let q := (qij) ∈ Mn(K∗) be a multiplicatively skew-symmetric matrix,

that is, qii = 1 and qij = q−1
ji for all i, j.

The quantum affine space associated to q, denoted byAq := Kq[T1, . . . , Tn],
is the K-algebra generated by T1, ..., Tn subject to the relations:

TjTi = qijTiTj

for all i, j.
Quantum affine spaces are well-understood algebras. They can be pre-

sented as iterated Ore extensions over K, and so they are noetherian do-
mains, and the monomials Tα := Tα1

1 · · ·Tαn
n , with α := (α1, . . . , αn) ∈

(Z≥0)
n, form a basis of Aq as a K-vector space.

It is easy to check that each generator Ti is a (regular) normal element
of Aq, and the set E := {λTα1

1 · · ·Tαn
n | λ ∈ K∗, α1, . . . , αn ∈ Z≥0} satisfies

the Ore conditions on both sides. The resulting localization

Tq := Kq[T
±1
1 , . . . , T±1

n ] = AqE
−1

is referred to as the quantum torus associated to the multiplicatively skew-
symmetric matrix q.
We start with a general result which, for lack of a reference, we include

here. It will be used to prove the useful corollary at the end of this section
(see also the comment preceding Example 5.13).

Theorem 2.1. Let A be a K-algebra and set R = A[X1, . . . , Xm], the poly-
nomial algebra over A on m commuting variables. Then

Z(R) = Z(A)[X1, . . . , Xm] ≃ Z(A)⊗K K[X1, . . . , Xm].
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Additionally, assume that A is finitely generated and that

Der(A) = InnDer(A)⊕M,

for some Z(A)-module M . Then

Der(R) = InnDer(R)⊕M ⊕
m⊕
j=1

Z(R)∂j ,

where

• M = Z(R)M ≃ Z(R) ⊗Z(A) M ≃ K[X1, . . . , Xm] ⊗K M , so that D ∈
M ⊆ Der(A) is extended to a derivation of R by setting D(Xi) = 0,
for all i ∈ [1,m];

• ∂j is the derivation of R defined by ∂j(A) = 0 and ∂j(Xi) = δij, for
all i, j ∈ [1,m].

Proof. First, let z =
∑

zαX
α be a central element of R, where the sum runs

over all α = (α1, . . . , αm) ∈ (Z≥0)
m and where all but a finite number of

zα ∈ A are zero. Since the Xj are central, one can easily check that z is
central if and only if za = az for all a ∈ A, that is, if and only if zαa = azα
for all a ∈ A and all zα. Thus, z is central if and only if zα ∈ Z(A) for all α,
and the first claim follows.
It is easy to check that the ∂j define derivations of R and that a derivation

D of A can be uniquely extended to a derivation of R by setting D(Xi) = 0
for all i ∈ [1,m]. Moreover, under such an extension, zD ∈ Der(R) for all
z ∈ Z(R).
Now, let D ∈ Der(R). Since D(Z(R)) ⊆ Z(R), there are zj ∈ Z(R) such

that D(Xj) = zj for all j ∈ [1,m]. Thus, replacing D with D−
∑m

j=1 zj∂j ∈
Der(R), we can assume, without loss of generality, that D(Xi) = 0 for all
i ∈ [1,m]. For a ∈ A, we can write

D(a) =
∑
α

Dα(a)X
α,

a finite sum with Dα(a) ∈ A for all α. It is straightforward to check that
the maps Dα are in fact K-derivations of A. Since A is finitely generated as
a K-algebra, it follows that there is a finite set K ⊆ (Z≥0)

m such that

D =
∑
α∈K

XαDα,

whereDα is extended to a derivation ofR as explained above, withDα(Xi) =
0 for all i ∈ [1,m]. By hypothesis, for each α ∈ K, there exist uα ∈ A and
Eα ∈ M such that Dα = aduα +Eα. Putting all these together shows that

D = adu+
∑
α∈K

XαEα ∈ InnDer(R) +M,
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where u =
∑

α∈K uαX
α ∈ R.

At this stage, we have proved that

Der(R) = InnDer(R) +M +
m∑
j=1

Z(R)∂j .

To prove the direct sum decomposition in the statement, assume that

adu+E +
m∑
j=1

zj∂j = 0, (2)

with u ∈ R, zj ∈ Z(R) and E =
∑

αX
αEα, a finite sum with Eα ∈ M for

every α. Evaluating (2) at Xk leads to zk = 0, for all k ∈ [1,m].
Write u =

∑
α uαX

α, a finite sum with uα ∈ A, for all α. It follows

that
∑

αX
α
(
aduα +Eα

)
= 0. Since uα ∈ A and Eα ∈ M , we have(

aduα +Eα

)
(A) ⊆ A, thus evaluating at an arbitrary a ∈ A we deduce

that aduα +Eα = 0 as a derivation of A, for all α. Now, from Der(A) =
InnDer(A)⊕M we deduce that aduα = 0 = Eα as derivations of A. But also
aduα(Xi) = 0 = Eα(Xi) for all i ∈ [1,m], so aduα = 0 = Eα as derivations
of R, for all α. We conclude that

adu =
∑
α

Xα aduα = 0 =
∑
α

XαEα = E,

as desired.

Recall that a quantum torus Tq is simple if and only if its center is reduced
to K, by [21, Proposition 1.3].

Corollary 2.2. Let Tq := Kq[T
±1
1 , . . . , T±1

n ] be a simple quantum torus. Set
R := Tq[X1, . . . , Xm], a commutative polynomial ring over Tq. Then:

(a) Z(R) = K[X1, . . . , Xm];

(b) Der(R) = InnDer(R) ⊕
⊕n

i=1 Z(R)Di ⊕
⊕m

j=1 Z(R)∂j, where Di and ∂j
are the derivations of R defined by:

Di(Tk) = δikTk and Di(Xk) = 0;

∂j(Tk) = 0 and ∂j(Xk) = δjk.

Proof. The proof follows directly from Theorem 2.1 applied to A = Tq, by
noting that Tq, being simple, has trivial center, and invoking [23, Corollary
2.3], which shows that every derivation of a simple quantum torus is uniquely
the sum of an inner derivation and a scalar derivation, that is, a derivation
that acts by scalar multiplication on the generators of the quantum torus.
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3 Prime elements and localizations of QNAs

In this section, using the algorithmic construction, due to Goodearl–Yakimov
[11], of homogeneous elements y1, . . . , yN of a QNA R, we consider certain
localizations of R at Ore sets generated by some of these elements. After
proving a technical result that shows that 0 is the only normal element that
is a multiple of a non-normal yi, we prove the main result of the section on
intersections of certain localizations of R.

3.1 Homogeneous prime elements

Definition 3.1. Suppose that a ring R can be written as an iterated Ore
extension of length N as follows:

R = K[x1][x2;σ2, δ2] · · · [xN ;σN , δN ], (3)

where, for k ∈ [1, N ], σk and δk are, respectively, K-linear automorphisms
and σk-derivations of

Rk−1 := K[x1][x2;σ2, δ2] · · · [xk−1;σk−1, δk−1], with R0 := K. (4)

This iterated Ore extension R is said to be a quantum nilpotent alge-
bra (QNA) if there exists a torus H = (K∗)m that acts rationally by K-
automorphism on R such that x1, . . . , xN are H-eigenvectors, and the fol-
lowing are satisfied:

(i) for all k ∈ [2, N ] and k > j, we have that σk(xj) = λkjxj for some
λkj ∈ K∗.

(ii) for every k ∈ [2, N ], the σk-derivation δk is locally nilpotent on the
subalgebra Rk−1 of R.

(iii) for every k ∈ [1, N ], there exists hk ∈ H and some qk ∈ K∗ which is
not a root of unity such that (hk·) | Rk−1 = σk and hk · xk = qkxk.

If there exist q ∈ K∗ not a root of unity and a skew-symmetric integer
matrix A = (aij) ∈ MN (Z) such that λkj = qakj for all j < k, then R is a
uniparameter QNA.

Note that in the original definition [16, Definition 3] there is the additional
condition that there exist qk ∈ K∗ not a root of unity such that σkδk =
qkδkσk. However, this condition was later proved to follow from the ones
listed above (see [11, (3.1)] for the necessary details).
Observe that, for degree reasons, the group of invertible elements of a

QNA is reduced to K∗.
Let n be the rank of the QNA R; that is, rk(R) := |{i ∈ [1, N ] | δi = 0}| =

n. The rank of R is also equal to the number of height one prime ideals of R
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which are invariant underH, see [11, (4.3)]. It follows from [11, Theorem 5.3]
that we can (and will) assume that m = n, so that H = (K∗)n. In other
words, we assume that H is the largest torus giving R a QNA structure.
Let X(H) denote the set of all rational characters of the torus H. Then,

X(H) is an abelian group called the character group of H. The action of
H on R induces an X(H)-grading of R. The H-eigenvectors are exactly the
non-zero homogeneous elements under this grading (see [12, Section 3.2]).
An element u ∈ R is normal if uR = Ru. A non-zero normal element p ∈ R
is said to be a prime element if the ideal pR is completely prime. Finally,
a prime element p ∈ R that is also an H-eigenvector is simply called a
homogeneous prime element or a prime H-eigenvector.
The algorithmic construction due to Goodearl–Yakimov of the homoge-

neous prime elements relies on the existence of a colouring map µ : [1, N ] →
[1, n]. Attached to such a map, one can define two functions, the predeces-
sor function p = pµ : [1, N ] → [1, N ] ⊔ {−∞} and the successor function
s = sµ : [1, N ] → [1, N ] ⊔ {+∞} by:

p(k) =

{
max {j < k | µ(j) = µ(k)} if ∃j < k such that µ(j) = µ(k),

−∞ otherwise,

and

s(k) =

{
min {j > k | µ(j) = µ(k)} if ∃j > k such that µ(j) = µ(k),

+∞ otherwise.

In [11], the authors construct a colouring map µ : [1, N ] → [1, n] and use
it to describe the homogeneous prime elements of a QNA. We recall their
result below.

Theorem 3.2. [11, Theorem 4.3] Let R be a QNA of rank n as in (3).
There exists a surjective function µ : [1, N ] → [1, n] such that the follow-
ing homogeneous elements y1, . . . , yN of R can recursively and uniquely be
constructed as follows:

yk :=

{
yp(k)xk − ck, if p(k) ̸= −∞,

xk, if p(k) = −∞,
(5)

for some ck ∈ Rk−1. The elements y1, . . . , yN satisfy the property that, for
every k ∈ [1, N ], we have

{yj | j ∈ [1, k], s(j) > k} (6)

is the set of homogeneous prime elements of Rk, up to scalar multiplication.

We record additional properties of the elements yk in the following remark.
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Remark 3.3.

1. δk = 0 if and only if p(k) = −∞ (see [12, Theorem 3.6]).

2. Assume p(k) ̸= −∞. Then it follows from [11, Proposition 4.7] that
ck = α−1

k,p(k)(qk − 1)−1δk(yp(k)), where σk(yp(k)) = αk,p(k)yp(k) (and αkj

is a product of λki, by [11, 4.15]).

3. Assume p(k) ̸= −∞. Then yp(k) is a homogeneous prime element of
Rk−1 as s(p(k)) = k > k − 1. Hence, yp(k)Rk−1 is a completely prime
ideal of Rk−1.

4. Assume p(k) ̸= −∞. Then ck ̸∈ yp(k)Rk−1 (see [11, Theorem 3.6(ii)]).

3.2 Partially localized quantum affine space associated to a
QNA

From [11, Theorem 4.6], the subalgebra Aq of R generated by the homo-
geneous elements y1, . . . , yN is a quantum affine space associated to some
multiplicatively skew-symmetric matrix q := (qij) ∈ MN (K∗). (The entries
qij of q are products of the defining parameters λkl, by [11, 4.16].) Thus,

Aq := Kq[y1, . . . , yN ] (7)

is a quantum affine space with yjyi = qijyiyj , for all i, j ∈ [1, N ]. We denote
by

Tq := Aq[y
−1
1 , . . . , y−1

N ] = Kq[y
±1
1 , . . . , y±1

N ] (8)

the quantum torus associated to Aq.
It was proved in [11, Theorem 4.6] that the elements y1, . . . , yN form an

initial quantum cluster for R in the sense that

Aq ⊆ R ⊆ Tq ⊆ Fract(R), (9)

where Fract(R) is the skew-field of fractions of R. The relationship between
R on one hand and Aq (or Tq) on the other hand is actually stronger, as we
shall see below.
As we will require localizations ofR at multiplicative sets generated by var-

ious subsets of {y1, . . . , yN}, we introduce some notation. Given I ⊆ [1, N ],
we set YI := {yk | k ∈ I} and we denote by EI the multiplicative system of
R generated by YI . This is an Ore set by [12, Section 7.1]. Moreover, let

s<+∞ := {k ∈ [1, N ] | s(k) < +∞} and s+∞ := {k ∈ [1, N ] | s(k) = +∞}

and set Y<+∞ := Ys<+∞ , E<+∞ := Es<+∞ , Y+∞ := Ys+∞ and E+∞ := Es+∞ .
We then deduce from [12, (7.1)] that

R[E[1,N ]]
−1 = R[y−1

1 , . . . , y−1
N ] = Tq. (10)

10



Since E<+∞ consists of elements which are normal in Aq, it constitutes
an Ore set in Aq, and one can form the partially localized quantum affine
space AqE

−1
<+∞. Moreover, we deduce from [12, (7.1)] that E<+∞ is an Ore

set in R, and a straightforward induction using (5) shows that RE−1
<+∞ =

AqE
−1
<+∞. More generally, suppose that s<+∞ ⊆ I ⊆ [1, N ]. Then E<+∞ ⊆

EI and it is clear that we still have RE−1
I = AqE

−1
I ; so we have the following

tower of algebras:

Aq ⊆ R ⊆ RE−1
I = AqE

−1
I ⊆ Tq ⊆ Fract(R). (11)

This link between the QNA R and the partially localized quantum affine
spaces AqE

−1
I , for appropriate choices of s<+∞ ⊆ I ⊆ [1, N ], will allow us to

use the results in Section 2 on the derivations of partially localized quantum
affine spaces to compute derivations of QNAs.

3.3 Normal elements cannot be multiples of a non-prime yi

We proceed with a result that proves that 0 is the only normal element that
is a multiple of a non-prime yi (that is, with s(i) ̸= +∞). This result will
be used later, namely to describe the action of a derivation of R on the
generators xi when we control its action on the homogeneous elements yi,
see Proposition 5.6, and in Appendix A.

Lemma 3.4. For all i, j ∈ [1, N ] with i ̸= j, we have that yi ̸∈ yjR.

Proof. Let w ∈ R and k ∈ [1, N ]. Denote the degree in xk in the expression
of w in the PBW basis of R by degxk

(w). Assume by contradiction that
there exist i, j ∈ [1, N ] with i ̸= j and yi ∈ yjR. Thus there exists u ∈ R
such that yi = yju.
Suppose first that i < j. Then, by construction, we have degxj

(yi) = 0
and degxj

(yju) ≥ 1, a contradiction.
Next, we suppose that i > j. In this case, it follows from [12, Lemma

7.5] that u = yiv for some v ∈ R. Then yi = yjyiv. Since yi and yj quasi-
commute, this shows the existence of w ∈ R such that 1 = yjw. This is
impossible for degree reasons since degxj

(yj) = 1.

The set Y+∞ of homogeneous prime elements of R generates a unital
subalgebra N(R) of R, called the normal subalgebra, with Gelfand–Kirillov
dimension n (see [11, Theorem 4.6]). Thus,

N(R) := Kq′ [yj | j ∈ s+∞] ⊆ Aq, (12)

where q′ is a multiplicatively skew-symmetric sub-matrix of q.
We are now ready to establish the following technical result.

Proposition 3.5. Let R be a QNA and yi ∈ R be a homogeneous element
with s(i) < +∞. Then N(R) ∩ yiR = {0} = N(R) ∩Ryi.
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Proof. Suppose that 0 ̸= u ∈ N(R)∩yiR. Then, there exists v ∈ R such that
u = yiv. Write u = u1 + · · · + ud, where the uj are nonzero H-eigenvectors
with different H-eigenvalues. It follows from [27, Proposition 6.20] that each
uj is normal. Similarly, one can also decompose v ∈ R as v1+ · · ·+ve, where
the vj are nonzero H-eigenvectors with different H-eigenvalues. Returning
to u = yiv, we have that u1 + · · · + ud = yiv1 + · · · + yive. Each yivj is
an H-eigenvector and they all have different H-eigenvalues. The uniqueness
of the decomposition implies that d = e, and there exists a permutation
τ ∈ Sd such that uj = yivτ(j) for all j, with uj normal and vτ(j) ∈ R, both
H-eigenvectors.
Therefore, we can assume that u = yiv with u and v both H-eigenvectors

and u normal. From [16, Proposition 3.2], we have that the QNA R is an H-
UFD (unique factorization domain), and so it follows from [11, Proposition
2.2] that u is either a unit or can be decomposed as u = p1p2 . . . pl where l ≥ 1
and each pi is a homogeneous prime element (a prime H-eigenvector). Since
the invertible elements of R are reduced to non-zero scalars and yiR∩K∗ = ∅,
we conclude that u is not a unit. Hence, u = p1p2 . . . pl where each pi is a
homogeneous prime element. It follows that yiv = p1p2 . . . pl ∈ p1R = Rp1.
Since, by the definition of a prime element, the ideal Rp1 is completely
prime, yiv ∈ Rp1 implies that either yi ∈ Rp1 or v ∈ Rp1. Since p1 is a
homogeneous prime element, it follows from Theorem 3.2 that there exist
γ ∈ K∗ and j ∈ [1, N ] with s(j) = +∞ such that p1 = γyj . Hence, yi ∈ Rp1
implies that yi ∈ Ryj = yjR. Given that s(i) < +∞ whereas s(j) = +∞,
we have that i ̸= j and yi ∈ Ryj , contradicting Lemma 3.4. Therefore,
v ∈ p1R. This implies that v = p1v

′ for some v′ ∈ R. So, p1 . . . pl = u =
yiv = yip1v

′ = p1λiyiv
′ for some λi ∈ K∗, as p1 is a homogeneous prime

element. Consequently, p2 . . . pl = λiyiv
′. Repeating the argument above

will eventually lead to 1 = yiw, with w ∈ R, a contradiction.
The proof that N(R) ∩Ryi = {0} is symmetric.

3.4 Intersections of localizations

Below we have one of the main results in this section.

Theorem 3.6. Let I, J ⊆ [1, N ]. Then RE−1
I ∩RE−1

J = RE−1
I∩J .

Proof. In case R is a symmetric QNA (see [12, Definition 3.12]) this is a
consequence of the fact that each nonzero element of RE−1 has a unique
minimal denominator. For the general case, the proof is more technical and
is included in Appendix A.

4 Centers–the zeroth Hochschild cohomology group

The center of an algebra is its Hochschild cohomology group of degree zero
and it constitutes an important invariant subalgebra which acts on its Lie
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algebra of derivations and on the first Hochschild cohomology group. In this
section, we will be concerned with the centers of the QNA R, the quantum
affine space Aq, the quantum torus Tq, and certain localizations of these.
The first observation is that, since

Z(R) ⊆ N(R) ⊆ Aq ⊆ R ⊆ Tq,

where N(R) is the normal subalgebra of R introduced in (12), it follows that

Z(R) = Z(Aq) = Z(Tq) ∩ Aq. (13)

Note also that, from [10, Proposition 2.11], we have Z(Tq) ⊆ N(R)E−1
+∞, the

quantum torus associated with N(R).
Note that, since R is a uniparameter QNA, all the parameters λij and

so all the entries of q are powers of the parameter q. In other words,
Tq is a uniparameter quantum torus. As a consequence, we have that
Z(Tq) = K[z±1

1 , . . . , z±1
ℓ ], for some 0 ≤ ℓ ≤ n, and the zi can be chosen

to be monomials in the y±1
j , with j ∈ s+∞. In case Z(Tq) = K, which is a

possibility, the convention is that ℓ = 0.
We are looking for situations in which we are able to conclude, among

other properties, that Z(Aq) = K[z1, . . . , zℓ].

Example 4.1. Let R = Aq, the quantum affine space associated with the

matrix q =

(
1 q2 q3

q−2 1 q5

q−3 q−5 1

)
, where q ∈ K∗ is not a root of unity. Then R is

a uniparameter QNA of rank 3 with Z(Tq) = K[z±1], with z = x51x
−3
2 x23, so

Z(Aq) = K.

In contrast with the example above, with many other QNAs, including
U+
q (g) with g a finite-dimensional complex simple Lie algebra, it is possible

to choose the generators zi of the Laurent polynomial ring Z(Tq) so that
Z(Aq) = K[z1, . . . , zℓ].
For 1 ≤ i ≤ ℓ, set

supp zi = {j ∈ s+∞ | degyj zi ̸= 0},

where degyj is computed in the quantum torus of the normal subalgebra
N(R).
We want to be able to identify each central generator z ∈ {z1, . . . , zℓ} by

a distinguished element yc with c ∈ supp z, which we will call a pivot. To be
precise, we impose the following hypothesis.

Hypothesis ⋆. We assume that there is a choice for the monomial gen-
erators z1, . . . , zℓ of the Laurent polynomial ring Z(Tq) and a subset C =
{c1, . . . , cℓ} ⊆ s+∞, with |C| = ℓ, such that, for all 1 ≤ i ≤ ℓ:

(H1) zi ∈ Aq;

13



(H2) degycj
zi = δij;

(H3) if | supp zi| ≥ 2 then supp zi \ {ci} ̸⊆
⋃

j ̸=i supp zj.

We call the elements in YC = {yc1 , . . . , ycℓ} pivots.

Remark 4.2.

1. (H2) above implies that supp zi ∩ C = {ci}.

2. Assuming (H2), it is easy to see that yci ∈ Z(R) ⇐⇒ supp zi = {ci}.
Thus, (H3) could be replaced with the equivalent formulation:

(H’3) if yci is not central, then there is k ∈ supp zi such that k ̸= ci and
k /∈ supp zj, for any j ̸= i.

3. In case all normal elements of R are central, i.e. N(R) = Z(R), then
ℓ = n = rk(R) and we can take {z1, . . . , zn} = Y+∞ and C = s+∞.
We see that Hypothesis ⋆ holds in this case. This covers the QNAs
of the form U+

q (g), with g of type A1, Bn (n ≥ 2), Cn (n ≥ 3),
Dn (n ≥ 4 even), G2, F4, E7 and E8.

4. More generally, if the supp zi, with 1 ≤ i ≤ ℓ, are pairwise disjoint and,
up to a nonzero scalar factor, zi =

∏
k∈supp zi yk, then we can choose

any ci ∈ supp zi. We see that Hypothesis ⋆ holds in this case, which
covers all QNAs of the form U+

q (g), with g simple of any finite type.

Assume that Hypothesis ⋆ holds. Let E := E[1,N ]\C , the Ore set in R
generated by all the yi that are not pivots. Set

Tq̂ := Kq̂[y
±1
i | i ∈ [1, N ] \ C],

the quantum torus of rank N − ℓ generated by the non-pivots, where q̂ is
an appropriate submatrix of q. Finally, set R̂ = RE−1.

Proposition 4.3. Assume that Hypothesis ⋆ holds. Then we have the
following:

(a) R̂ = AqE
−1 = Tq̂[z1, . . . , zℓ];

(b) Tq = Tq̂[z±1
1 , . . . , z±1

ℓ ];

(c) Z(Tq̂) = K;

(d) Z(B) = K[z1, . . . , zℓ], for any subalgebra B such that Aq ⊆ B ⊆ R̂.

In particular, Z(R) = Z(R̂) = K[z1, . . . , zℓ] and N − ℓ is even.
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Proof. For (a) above, recall that we have observed at the end of Subsec-
tion 3.2 that RE−1

<∞ = AqE
−1
<∞. Since E<∞ ⊆ E, it follows that R̂ =

RE−1 = AqE
−1 = Tq̂[yc | c ∈ C].

It’s clear that the elements z1, . . . , zℓ are algebraically independent over
Tq̂, because the set of variables YC is algebraically independent over Tq̂ and
supp zi∩C = {ci}. So Tq̂[z1, . . . , zℓ] is a (commutative) polynomial extension
of Tq̂ and Tq̂[z1, . . . , zℓ] ⊆ Tq̂[yc | c ∈ C].
Conversely, given 1 ≤ i ≤ ℓ, Hypothesis ⋆ implies that, up to a nonzero

scalar factor, zi = ycivi, where vi is a monomial in the yk with k /∈ C. So
v±1
i ∈ Tq̂ and yci = ziv

−1
i ∈ Tq̂[z1, . . . , zℓ], establishing the other inclusion.

Now (b) follows from (a), as

Tq = AqE
−1E−1

C = Tq̂[z1, . . . , zℓ]E−1
C ⊆ Tq̂[z±1

1 , . . . , z±1
ℓ ],

where the last inclusion follows from the relation y−1
ci = viz

−1
i , for some

vi ∈ Tq̂. The inclusion Tq̂[z±1
1 , . . . , z±1

ℓ ] ⊆ Tq is evident.
To show (c) note that, by (b),

K[z±1
1 , . . . , z±1

ℓ ] = Z(Tq) = Z(Tq̂)[z±1
1 , . . . , z±1

ℓ ].

So indeed it must be that Z(Tq̂) = K. It is well known that the center of
an odd rank uniparameter quantum torus is non-trivial, see for instance [24,
Proposition 2.3]. Whence, the triviality of the center of Tq̂ forces the rank
of Tq̂ to be even. So |[1, N ] \ C| = N − ℓ is even.

It remains to prove (d). By (a) and (c), Z(R̂) = K[z1, . . . , zℓ]. As R̂ =
AqE

−1, we have

Z(Aq) = Z(R̂) ∩ Aq = K[z1, . . . , zℓ] ∩ Aq = K[z1, . . . , zℓ].

If Aq ⊆ B ⊆ R̂ is a subalgebra, then we deduce from R̂ = AqE
−1 that

Z(Aq) ⊆ Z(B) ⊆ Z(R̂), yielding Z(B) = K[z1, . . . , zℓ].

5 The first Hochschild cohomology group of a QNA

This is the main section of the paper and it focuses on investigating the
first Hochschild cohomology group of a QNA R satisfying the following two
conditions:

(i) R is a uniparameter QNA with parameter q as in Definition 3.1;

(ii) Hypothesis ⋆ holds.

Throughout this section, unless otherwise stated, we assume these two hy-
potheses are satisfied. We will provide interesting examples of such QNAs
in the final section of this paper.
We will show that each derivation of R decomposes (uniquely) as a sum

of an inner derivation and a homogeneous derivation (see Subsection 5.2).
We begin by tackling the inner part of a derivation of R.
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5.1 The inner component of a derivation of R

To study the space Der(R) of K-derivations of R, notice that we can uniquely
extend any derivation D of R to a derivation of R̂ = RE−1, via localization.
This makes it clear that, using the same notation D for this extension, we
haveD(R̂) ⊆ R̂. In fact, we can identify Der(R) with {D ∈ Der(R̂) | D(R) ⊆
R}.
From Proposition 4.3 we have that Tq̂ = Kq̂[y

±1
i | i ∈ [1, N ]\C] is a simple

quantum torus and R̂ = Tq̂[z1, . . . , zℓ]. Thus, Corollary 2.2 shows that, as a

derivation of R̂, we can decompose D (uniquely) as

D = adx+θ, (14)

for some x ∈ R̂ so that, for all i ∈ [1, N ] \ C, θ(yi) = ωiyi, for some
ωi ∈ Z(R̂) = Z(R) = K[z1, . . . , zℓ]. At the end of this subsection, we will
also be able to describe the action of θ on the pivot variables yc, with c ∈ C.
Our first goal, however, is to show that x ∈ R and, for that purpose, we

need to introduce intermediate subalgebras between R and R̂.
Recall that E = E[1,N ]\C . For each k ∈ [1, N ] \C, let Fk := E[1,N ]\(C∪{k})

be the Ore set in R generated by {yi | i /∈ C ∪ {k}} (see [12, (7.1)]), and

Bk := RF−1
k

be the corresponding localization.
Since E satisfies the Ore condition over R and E is generated by Fk and

yk, and yk quasi-commutes with the generators of Fk, it follows that yk
generates a multiplicative system that satisfies the Ore condition in Bk.
Moreover, we have the following chain of embeddings:

R ⊆ Bk ⊆ R̂ = Bk[y
−1
k ] = RE−1 ⊆ Tq. (15)

We know already that Z(R) = Z(Bk) = Z(R̂), by Proposition 4.3, so we
have complete control over the centers of all algebras appearing in (15).
For each k ∈ [1, N ] \ C, let Qk = Kq̂k

[y±1
i | i /∈ C ∪ {k}]. So Qk is

a quantum torus, where q̂k is the multiplicatively skew-symmetric matrix
obtained from q by deleting its rows and columns indexed by C ∪ {k}.
Moreover, Qk ⊆ Bk and

Tq̂ =
⊕
j∈Z

Qky
j
k. (16)

The rank of Qk is N − ℓ − 1, which is odd, by Proposition 4.3. Thus, as
the center of an odd rank uniparameter quantum torus is non-trivial (see
[24, Proposition 2.3]) and central elements in a quantum torus are sums of
central (Laurent) monomials in the generators of the quantum torus, we
have the following result.
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Lemma 5.1. For each k ∈ [1, N ] \ C, there exists a non-trivial monomial∏
i∈[1,N ]\(C∪{k}) y

mi
i (with at least one integer mi ̸= 0) in the center of the

quantum torus Qk = Kq̂k
[y±1

i | i /∈ C ∪ {k}].

Since Bk is a localization of R contained in R̂, we can further think of D
as a derivation of R̂ such that D(R) ⊆ R and D(Bk) ⊆ Bk.

Lemma 5.2. Let x ∈ R̂ be as in (14). Then x ∈ R.

Proof. For each k ∈ [1, N ] \ C, let Ck = Qk[z1, . . . , zℓ]. Then Ck is a subal-
gebra of Bk and, by (16),

R̂ =
⊕
j∈Z

Cky
j
k. (17)

As a result, x ∈ R̂ can be written uniquely as

x =
∑
j∈Z

a(k,j)y
j
k,

where a(k,j) ∈ Ck. Decompose x = x+ + x−, where

x− =
∑
j<0

a(k,j)y
j
k and x+ =

∑
j≥0

a(k,j)y
j
k.

Clearly, x+ ∈ Bk. We now proceed to show that x− ∈ Bk, for each k, by
using a strategy already used in the proof of [14, Proposition 2.3] (see also
the proof of [18, Lemma 5.9]). Since Ck is generated by the quantum torus
Qk and the central variables zi, with 1 ≤ i ≤ ℓ, we deduce from Lemma 5.1
that there exists a non-trivial monomial in the generators of Qk, denoted
by uk, that is central in Ck. Note that uk does not belong to Z(R̂) because
Qk∩Z(R̂) ⊆ Tq̂∩K[z1, . . . , zℓ] = K, by (H2). Since the monomial uk is central

in Ck and not in R̂, then (17) forces ukyk ̸= ykuk and so ykuk = ξukyk, for
some ξ := ξk ∈ K\{0, 1}. In fact, ξ is not a root of unity, as ξℓ = 1 for some
ℓ ∈ Z implies that yku

ℓ
k = uℓkyk, so uℓk ∈ Qk ∩ Z(R̂) = K, forcing ℓ = 0.

Since θ(yj) = ωjyj for each j ∈ [1, N ] \ C, with ωj ∈ Z(R) = Z(Bk), we
have that θ(uk) = ηkuk, for some ηk ∈ Z(Bk). Note that u±1

k ∈ Qk ⊆ Bk.
Since D restricts to a derivation of Bk, we have that

D(uik) = adx(u
i
k) + θ(uik) = adx−(u

i
k) + adx+(u

i
k) + iηku

i
k ∈ Bk,

for all i ∈ Z. Observe that adx+(u
i
k) + iηku

i
k ∈ Bk. Hence, adx−(u

i
k) ∈ Bk.

It follows that

adx−(u
i
k) =

−m∑
j=−1

(1− ξ−ij)a(k,j)y
j
ku

i
k ∈ Bk,
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for some m ∈ Z>0. Hence,

χi := adx−(u
i
k)u

−i
k =

−m∑
j=−1

(1− ξ−ij)a(k,j)y
j
k ∈ Bk,

for all i ∈ Z.
We have the following matrix equation:

(1− ξ) (1− ξ2) · · · (1− ξm)
(1− ξ2) (1− ξ4) · · · (1− ξ2m)
(1− ξ3) (1− ξ6) · · · (1− ξ3m)

...
...

. . .
...

(1− ξm) (1− ξ2m) · · · (1− ξm
2
)




a(k,−1)y

−1
k

a(k,−2)y
−2
k

...

a(k,−m+1)y
−m+1
k

a(k,−m)y
−m
k

 =


χ1

χ2

χ3
...

χm

 .

We already know that each χi is an elment of Bk. We now show that, for
each k ∈ [1, N ] \C, the elements a(k,j)y

j
k also belong to Bk, for all j < 0. It

is sufficient to do this by showing that the coefficient matrix

U :=


(1− ξ) (1− ξ2) · · · (1− ξm)
(1− ξ2) (1− ξ4) · · · (1− ξ2m)
(1− ξ3) (1− ξ6) · · · (1− ξ3m)

...
...

. . .
...

(1− ξm) (1− ξ2m) · · · (1− ξm
2
)


is invertible. Apply row operations: −rm−1 + rm → rm, . . . ,−r2 + r3 →
r3,−r1 + r2 → r2 to U to obtain:

U ′ =


l1 l2 l3 · · · lm
ξl1 ξ2l2 ξ3l3 · · · ξmlm
ξ2l1 ξ4l2 ξ6l3 · · · ξ2mlm
...

...
...

. . .
...

ξm−1l1 ξ2(m−1)l2 ξ3(m−1)l3 · · · ξm(m−1)lm

 ,

where li := 1 − ξi, for i ∈ [1,m]. Since ξ is not a root of unity and ξ ̸= 0,
it follows that U ′ is similar to a Vandermonde matrix whose parameters are
pairwise distinct. Hence, U ′ is invertible. Consequently, U is also invertible.
Therefore, each a(k,j)y

j
k is a linear combination of the χi ∈ Bk. Hence, for

each k ∈ [1, N ] \ C, we have that a(k,j)y
j
k ∈ Bk, for all j < 0.

We can therefore conclude that x− =
∑−m

j=−1 a(k,j)y
j
k ∈ Bk, and so x =

x+ + x− ∈ Bk. Consequently,

x ∈
⋂

k∈[1,N ]\C

Bk =
⋂

k∈[1,N ]\C

RE−1
[1,N ]\(C∪{k}) = R,

the last equality following from Theorem 3.6.
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Corollary 5.3. adx and θ = D − adx are derivations of R.

Now we can describe the action of θ on all yi, with i ∈ [1, N ]. Note that,
if yi ∈ Z(R), then θ(yi) ∈ Z(R), as θ ∈ Der(R) and derivations take central
elements to central elements.

Corollary 5.4. Let i ∈ [1, N ]. If yi /∈ Z(R) then θ(yi) ∈ Z(R)yi.

Proof. In case i /∈ C the desired conclusion has already been established in
(14). So let c ∈ C and assume that yc is not central. By (H1) and (H2),
there is a unique 1 ≤ i ≤ ℓ such that, up to a nonzero scalar factor, zi = ycv,
where v is a monomial in the yk, with k ∈ (supp zi) \ C ⊆ s+∞ \ C.
Claim: θ(yc) ∈ N(R).
Since zi ∈ Z(R), we have

Z(R) ∋ θ(zi) = θ(yc)v + ycθ(v) = θ(yc)v + ycηv = θ(yc)v + ηzi,

for some η ∈ Z(R), because we already know that θ(yk) ∈ Z(R)yk, for all
k /∈ C. It follows that θ(yc)v ∈ Z(R) ⊆ N(R). Thus, as θ(R) ⊆ R ⊆
RE−1

<+∞ = AqE
−1
<+∞, we get

θ(yc) ∈N(R)E−1
+∞ ∩R ⊆ N(R)E−1

+∞ ∩ AqE
−1
<+∞

= Kq′ [y±1
k | k ∈ s+∞] ∩Kq[yk | k ∈ s+∞][y±1

j | j ∈ s<+∞]

= N(R).

The claim is proved; now write ϑ = θ(yc)v ∈ Z(R). We can decompose
ϑ = ϑ0 + ϑ1zi, with ϑ1 ∈ Z(R) and ϑ0 ∈ K[z1, . . . , ẑi, . . . , zℓ]. So

ϑ0 = θ(yc)v − ϑ1zi = (θ(yc)− ϑ1yc)v ∈ N(R)v ∩K[z1, . . . , ẑi, . . . , zℓ].

Now, by (H3) (see also the ensuing Remark 4.2), there is k ∈ supp zi
such that k ̸= c and k /∈ supp zj , for any j ̸= i. So, working in N(R),
yk divides v, and thus any element in N(R)v; in contrast, we have that
K[z1, . . . , ẑi, . . . , zℓ] ⊆ Kq′

k
[yj | s(j) = +∞, j ̸= k], hence the only ele-

ment in K[z1, . . . , ẑi, . . . , zℓ] divisible by yk is 0. It follows that N(R)v ∩
K[z1, . . . , ẑi, . . . , zℓ] = {0}, so ϑ0 = 0 and θ(yc) = ϑ1yc ∈ Z(R)yc.

Our next task is to study how the derivation θ acts on the generators
x1, . . . , xN ofR. We refer to θ as a homogeneous derivation. The terminology
will be justified in the following subsection.

5.2 Homogeneous derivations

In this subsection, we study the derivation θ of R appearing in the decom-
position (14). By Corollary 5.4, its action on the homogeneous elements yi,
with i ∈ [1, N ], is of the form

θ(yk) =

{
ωkyk if yk /∈ Z(R),

ωk if yk ∈ Z(R),
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for some ω1, . . . , ωN ∈ Z(R). Our aim is to describe how θ acts on the
generators x1, . . . , xN of R.
Recall that the QNA R = Rk[xk+1;σk+1, δk+1] · · · [xN ;σN , δN ] is equipped

with the action of the maximal torus H = (K∗)n by K-automorphisms,
where n is the rank of R and the character group X(H) is isomorphic to
Q := Zn (see [4, Chap. II.2]). For all homogeneous x ∈ R, there exists a
unique weight α = (α1, . . . , αn) ∈ Q such that

h · x = hα1
1 . . . hαn

n x,

for all h = (h1, . . . , hn) ∈ H. Denote the weight of x by wt(x) = α ∈ Q. Set

βi := wt(xi) and γi := wt(yi)

for all i ∈ [1, N ], and let Qk := ⟨β1, . . . , βk⟩ be the subgroup of Q generated
by β1, . . . , βk. The subgroup Qk is a free abelian group of rank at most n.
Suppose that δk ̸= 0. Then, there exists a ∈ Rk−1 homogeneous such that

xka = σk(a)xk + δk(a),

with 0 ̸= δk(a) ∈ Rk−1 and σk(a) ∈ K∗a. In particular, wt(a),wt(δk(a)) ∈
Qk−1. Since xka = σk(a)xk + δk(a) is homogeneous, we deduce that δk(a) ∈
Rk−1 is homogeneous with

wt(δk(a)) = βk + wt(a) ∈ Qk−1.

Thus,
βk = wt(δk(a))− wt(a) ∈ Qk−1.

It follows that
Qk = Qk−1.

Since we are assuming that H is maximal, that is, n = |{k | δk = 0}|, it
follows that, if δk = 0, then Qk has rank equal to one more than the rank
of Qk−1. The above discussion together with [11, Theorem 5.5] shows the
following.

Lemma 5.5. (a) If δk ̸= 0, then Qk = Qk−1.

(b) If δk = 0, then Qk = Qk−1 ⊕ Zβk.

We are now ready to describe the action of the homogeneous derivation θ
on the generators xi (and on all homogeneous elements).

Proposition 5.6. Let θ be a K-derivation of R. Assume that:

(i) None of the generators xi, with i ∈ [1, N ], is central in R.
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(ii) There are ω1, . . . , ωN ∈ Z(R) such that θ(yk) =

{
ωkyk if yk /∈ Z(R);

ωk if yk ∈ Z(R).

Then, there exists an abelian group homomorphism η : Q → Z(R) such that,
for every homogeneous element a ∈ R,

θ(a) = η(wt(a))a.

Proof. It is enough to prove the result by establishing that θ(xi) = η(βi)xi,
for all i ∈ [1, N ]. We do this by proving that there is an abelian group
homomorphism ηk : Qk → Z(R) such that θ(xi) = ηk(βi)xi for all i ∈ [1, k].
We proceed by an induction on k.
If k = 1, then p(1) = −∞, and so x1 = y1. Since x1 /∈ Z(R), we get that

θ(x1) = ω1x1. The result follows by setting η1(β1) = ω1.
Suppose now that the result is true for k − 1, with k ≥ 2. Then, θ(a) =

ηk−1(wt(a))a, for all homogeneous elements a ∈ Rk−1. The rest follows in
cases.
Case 1. δk = 0. From Lemma 5.5, Qk = Qk−1 ⊕ Zβk. Since δk = 0, we

have that p(k) = −∞, hence yk = xk. As above, our assumptions force
yk /∈ Z(R) and so θ(xk) = θ(yk) = ωkyk = ωkxk. Thus, we extend ηk−1 to
ηk by setting ηk(βk) := ωk.
Case 2. δk ̸= 0 and yk /∈ Z(R). Then Qk = Qk−1, by Lemma 5.5. In

this case, for ease of notation, set η := ηk = ηk−1. Since δk ̸= 0, we have
that p(k) ̸= −∞. Set i := p(k) ∈ [1, k − 1]. From (5), we deduce that
yk = yixk − ck, where ck ∈ Rk−1 \ yiRk−1 (see Remark 3.3). Note that ck is
homogeneous of weight wt(xk)+wt(yi) = βk+γi. Apply θ to yk = yixk− ck
to obtain

ωk(yixk − ck) = ωkyk = θ(yk) = η(γi)yixk + yiθ(xk)− η(βk + γi)ck

= η(γi)yixk − η(γi)ck + yiθ(xk)− η(βk)ck,

where ωk ∈ Z(R). Rearranging terms, we get

yi(ωkxk − η(γi)xk − θ(xk)) = (ωk − η(γi)− η(βk))ck. (18)

Set z := ωk − η(γi)− η(βk) ∈ Z(R), so that zck ∈ yiR.
Since s(i) = k > k−1, yi is a homogeneous prime element of Rk−1, by [11,

Theorem 4.3]. From (18) we have ckz = zck = yir, for some r ∈ R. Now, ex-
panding z and r in the iterated Ore extensionRk−1[xk;σk, δk] . . . [xN ;σN , δN ],
equating coefficients (inRk−1) of equal monomials in xk, . . . , xN coming from
the equality ckz = yir, using the fact that yi is a prime element of Rk−1 and
that ck ∈ Rk−1 \ yiRk−1, we can deduce that z ∈ yiR.
Hence, observing that s(i) = k < +∞, it follows from Proposition 3.5

that z ∈ yiR ∩ N(R) = {0}. In other words, we have ωk = η(γi) + η(βk),
and we deduce from (18) that

θ(xk) = ωkxk − η(γi)xk = η(βk)xk,
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as desired.
Case 3. δk ̸= 0 and yk ∈ Z(R). Then it follows from Lemma 5.5 that

Qk = Qk−1. As before, set η := ηk = ηk−1. Similarly to the previous case,
we have that yk = yixk − ck, where ck ∈ Rk−1 \ yiRk−1, i = p(k) ∈ [1, k− 1],
and ck is homogeneous of weight wt(xk)+wt(yi) = βk+γi. Since yk ∈ Z(R),
we know that θ(yk) = ωk ∈ Z(R). Write ωk = µk+λkyk, where λk, µk ∈ Z(R)
with degyk(µk) = 0. Just as in the previous case, apply θ to yk = yixk − ck
to obtain

µk + yi(λkxk − η(γi)xk − θ(xk)) = (λk − η(γi)− η(βk))ck.

Again, we set z := λk − η(γi)− η(βk) ∈ Z(R), so that

µk + yi(λkxk − η(γi)xk − θ(xk)) = zck = z(yixk − yk).

Rearranging terms leads to

yi
(
λkxk − η(γi)xk − θ(xk)− zxk

)
= −zyk − µk ∈ Z(R) ∩ yiR.

Since s(i) = k < +∞, we deduce from Proposition 3.5 that

yi
(
λkxk − η(γi)xk − θ(xk)− zxk

)
= −zyk − µk = 0. (19)

The last equation takes place in the polynomial algebra N(R) = Kq′ [yj |
s(j) = +∞] and, by assumption, we have degyk(µk) = 0. This forces µk =
z = 0 and so we deduce from (19) that

θ(xk) = λkxk − η(γi)xk = η(βk)xk,

as desired.

Since xk and yk are homogeneous elements of R, for each k ∈ [1, N ], we
have the following immediate corollary.

Corollary 5.7. Under our running assumptions, θ(xk) ∈ Z(R)xk and θ(yk) ∈
Z(R)yk, for all k ∈ [1, N ].

We are now in position to describe the first Hochschild cohomology group
of R. Recall that HH1(R) = Der(R)/ InnDer(R).

Theorem 5.8. Let R = K[x1][x2;σ2, δ2] · · · [xN ;σN , δN ] be a uniparameter
QNA of rank n. Assume that:

(i) None of the generators xi, with i ∈ [1, N ], is central in R;

(ii) Hypothesis ⋆ holds.

Then every derivation D of R can be uniquely written as D = adx+θη,
where x ∈ R and θη is the homogeneous derivation of R associated to the
abelian group homomorphism η : Q → Z(R) defined by θη(a) = η(wt(a))a,
for any homogeneous element a ∈ R.
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Proof. The existence part follows from Lemma 5.2, Corollary 5.3, Corol-
lary 5.4 and Proposition 5.6. The unicity part follows from the unicity of
the decomposition of a derivation of a quantum torus as the sum of an in-
ner derivation and a central derivation by [23, Corollary 2.3] since we can
(uniquely) extend any derivation of R to a derivation of the quantum torus
R[y−1

1 , . . . y−1
N ] = Tq (see (10)).

Corollary 5.9. HH1(R) is a free Z(R)-module of rank rk(Q) = rk(R) = n.

The following examples (in fact, non-examples) address the reasonability
of the assumptions in Theorem 5.8.
The example below shows that the conclusion of our main results can fail

if the Hypothesis ⋆ is removed.

Example 5.10 ([1, Corollaire 1.3.3]). Let R = Aq, the quantum affine

space associated with the matrix q =

(
1 q q

q−1 1 q
q−1 q−1 1

)
, where q ∈ K∗ is not a

root of unity. Then R is a uniparameter QNA of rank 3 with Z(Tq) = K[z]
for z = x1x

−1
2 x3 and Z(R) = K, and none of the canonical generators is

central in R. However, as shown in [1, Corollaire 1.3.3], HH1(R) is a free
Z(R)-module of rank 4. Besides the derivations described in the conclusion
of Theorem 5.8, which induce a 3-dimensional subspace of HH1(R), there is
an additional derivation δ such that δ(x1) = δ(x3) = 0 and δ(x2) = x1x3.
Thus our main results do rely on Hypothesis ⋆.

The following example shows that the first Hochschild cohomology group
of an iterated Ore extension, as in (3), can even fail to be free as a module
over the center of the Ore extension, e.g. if working with roots of unity.

Example 5.11 ([8, Theorem 12]). Let R = K[x][y;σ, δ] be the quantum
Weyl algebra defined by the relation yx = qxy + 1, so σ(x) = qx and
δ(x) = 1. If q is a primitive ℓ-th root of unity, for some ℓ > 1, then R
is not a QNA, although the only condition that it fails is that q2 = q−1

is a root of unity, contradicting part (c) of Definition 3.1 (we’re using the
notation qk introduced in that definition). In this case (see [8, Theorem 12]),
Z(R) = K[xℓ, yℓ] and HH1(R) is not free over Z(R).

The next example, related to the Lie algebra sl2, shows that the existence
of central variables can affect the conclusion of Theorem 5.8.

Example 5.12. Let R = U+
q (sl2) = K[x] (see below for the definition of

U+
q (g)). Then R is trivially a uniparameter QNA of rank 1 satisfying all the

hypotheses of Theorem 5.8 except that the generator x is central. Although
the conclusion of Corollary 5.9 holds for R, the conclusion of Theorem 5.8
fails, as the usual derivative d

dx does not send x to a (central) multiple of x.
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If R is a QNA having central variables X1 = xj1 , . . . , Xm = xjm , such
that none appears in the expressions for the skew-derivations δi in (3), then
the central variables can be added at the end, so that we get a presentation
of the form R = A[X1, . . . , Xm], with A a QNA with no central variables.
Thus, assuming that Theorem 5.8 can be applied to A, we can obtain Der(R)
and HH1(R) by using Theorem 2.1 in combination with Theorem 5.8.
Our final example combines features of Example 5.12 and Example 5.11

and shows that, in case there is a central variable which occurs in the ex-
pression of a skew-derivation, then Theorem 2.1 cannot be applied.

Example 5.13. Let R = K[x][y][z;σ, δ] be the QNA defined by the relation
zy = qyz + x, with q ∈ K∗ not a root of unity and x central in R. Thus,
σ(x) = x, σ(y) = qy, δ(x) = 0 and δ(y) = x. Let R be the localization of
R at the Ore set of powers of x. Then R = A[x±1], a (Laurent) polynomial
ring over the quantum Weyl algebra A, generated by yx−1 and z. Applying
Theorem 2.1 to R and then restricting to R, it can be shown that

Der(R) = InnDer(R)⊕ Z(R)δ1 ⊕ Z(R)δ2,

where δ1(x) = 0, δ1(y) = y, δ1(z) = −z, and δ2(x) = x, δ2(y) = y, δ2(z) = 0.
In particular, there is no derivation of R that annihilates both y and z and
sends x to 1.

6 Application to quantized enveloping algebras

Let g denote a finite-dimensional complex simple Lie algebra of rank n and
Uq(g) be the corresponding quantized enveloping algebra over a base field
K of arbitrary characteristic and deformation parameter q ∈ K∗ that is not
a root of unity. We denote by Ei, Fi,K

±1
i , with i ∈ [1, n], the standard

generators of Uq(g). Let U+
q (g) be the positive part of Uq(g), that is, the

subalgebra of Uq(g) generated by the Ei with i ∈ [1, n]. This is the algebra
generated by E1, . . . , En, subject to the quantum Serre relations.
It is well known that U+

q (g) is a uniparameter QNA of rank n and of
length equal to the number N of positive roots of g, see for instance [12,
Chap. 9].
In order to apply the results of the previous section to the uniparameter

QNA U+
q (g), we need some control over the center of this algebra. We will

see that Hypothesis ⋆ holds for all simple g and that the hypothesis on the
generators xi not being central holds as well, as long as n = rk(g) ̸= 1.
We can immediately tackle the cases for which N(U+

q (g)) = Z(U+
q (g)),

which ensures that the Hypothesis ⋆ holds (see Remark 4.2). In fact, it
follows from [6, Remarque 2.2] that normal and central elements coincide if
and only if the longest element w0 of the Weyl group satisfies w0 = −1, that
is, if and only if g is of type A1, Bn (n ≥ 2), Cn (n ≥ 3), Dn (n ≥ 4 even),
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G2, F4, E7 or E8. The remaining cases still satisfy the Hypothesis ⋆, as
we will show that, for any simple g, there is a partition (Z1, . . . , Zℓ) of s+∞
such that, up to nonzero scalar factors, zi =

∏
k∈Zi

yk, for 1 ≤ i ≤ ℓ. The
latter implies the Hypothesis ⋆, by Remark 4.2.

Theorem 6.1. Let g be a finite-dimensional complex simple Lie algebra of
rank n ≥ 1 and R = U+

q (g). There is a partition (Z1, . . . , Zℓ) of s+∞ such
that, taking zi =

∏
k∈Zi

yk, for 1 ≤ i ≤ ℓ, the following hold:

(a) Z(Tq) = K[z±1
1 , . . . , z±1

ℓ ];

(b) Z(Aq) = K[z1, . . . , zℓ].

In particular, the Hypothesis ⋆ holds for U+
q (g).

Proof. We will use [5], but to avoid confusion with the generators of R as
an Ore extension, in this proof we denote by ∆i the elements denoted in
[5] by xs(ϖi), for 1 ≤ i ≤ n, where ϖ1, . . . , ϖn are the fundamental weights.
It will be shown in Theorem B.1 that, up to a nonzero scalar factor and a
permutation of the indices, the elements ∆1, . . . ,∆n are precisely the prime
homogeneous elements {yi}s(i)=+∞ of R, say ∆k = yik , for 1 ≤ k ≤ n such
that s+∞ = {ik | 1 ≤ k ≤ n}.
Thus, by Lemme 2.3, Proposition 3.2 and Théorème 3.2 in [5], it fol-

lows that there is a partition (Z1, . . . , Zℓ) of s+∞ such that, defining zi =∏
k∈Zi

yk, for 1 ≤ i ≤ ℓ, we get Z(U+
q (g)) = K[z1, . . . , zℓ]. (For example, in

type An we have ℓ = n+1
2 and, if n is odd, we can take Zk = {ik, in+1−k},

zk = yikyin+1−k
, for 1 ≤ k < n+1

2 , and Zn+1
2

=
{
in+1

2

}
, zn+1

2
= yin+1

2

.)

By (13), we have that Z(Aq) = Z(R) = K[z1, . . . , zℓ]. Let us consider
the center of the quantum torus Tq. Clearly, Z(Tq) ⊇ K[z±1

1 , . . . , z±1
ℓ ]. For

the reverse inclusion, let z ∈ Z(Tq). By [10, Proposition 2.11], we have
Z(Tq) ⊆ N(R)E−1

+∞, so there is a monomial u in the variables Y+∞ such that
zu ∈ N(R). As the supports of the central elements z1, . . . , zℓ cover s+∞, we
can assume that u is a monomial in the zi. Thus, zu ∈ N(R)∩Z(Tq) = Z(Aq),
by (13). So z ∈ Z(Aq)u

−1 ⊆ K[z±1
1 , . . . , z±1

ℓ ].
Whence, starting with Z(Tq) = K[z±1

1 , . . . , z±1
ℓ ] with the zi as above, we

see that the Hypothesis ⋆ holds, using Remark 4.2.

In the case where g is of type A1, we have that U
+
q (g) = K[E1] and so the

first assumption of Theorem 5.8 is not satisfied in that case. However, in all
other cases, none of the root vectors are central (or, equivalently, each simple
root appears at least twice in the support of any reduced decomposition of
the longest element w0 of the Weyl group W , see for instance [22, Section
6]), whence all assumptions of Theorem 5.8 are satisfied for U+

q (g) when g
is not of rank 1.
We can give an easy description of the homogeneous derivations of U+

q (g):
wt(E1), . . . , wt(En) are free generators of Q so, for i ∈ [1, n], if α∗

i : Q →
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Z(R) is the group homomorphism that sends wt(Ej) to δij1 ∈ Z(R), then
Hom(Q,Z(R)) is the free Z(R)-module on the basis α∗

1, . . . , α
∗
n. Set Di =

θα∗
i
. Then Di(Ej) = δijEj and HH1(U+

q (g)) is a free Z(U+
q (g))-module of

rank n = rk(g) with basis {D1, ..., Dn}.
As a consequence of the above discussion, we deduce from Theorem 5.8

and Corollary 5.9 the following description of the first cohomology group of
U+
q (g).

Theorem 6.2. Let R = U+
q (g), where g is a finite-dimensional complex

simple Lie algebra of rank n ≥ 2. Then:

(a) Der(R) = InnDer(R)⊕
n⊕

k=1

Z(R)Dk.

(b) HH1(R) is a free Z(R)-module of rank n with basis {D1, . . . , Dn}.

We note that similar results have been obtained for other QNAs not sat-
isfying our hypotheses, e.g. quantum matrices [15]. However, the methods
developed in the present paper do not yet allow to prove this result in full
generality.

A Proof of Theorem 3.6 without the symmetry
assumption

We will provide a proof of Theorem 3.6 without using the assumption that
the QNA R is symmetric. We need a few preliminary results.

Lemma A.1. Let j ∈ [1, N ] and suppose that rw ∈ yjR, with w ∈ R and
r ∈ Rj, where Rj is as defined in (4). If r ̸∈ yjRj then w ∈ yjR.

Proof. Write R = Rj [xj+1;σj+1, δj+1] · · · [xN ;σN , δN ]. Since rw ∈ yjR, we
have that rw = yjs, for some s ∈ R. Now w, s ∈ R can be written as:

w =
∑

f∈(Z≥0)N−j

wfx
fj+1

j+1 · · ·xfNN and s =
∑

g∈(Z≥0)N−j

sgx
gj+1

j+1 · · ·xgNN ,

where f = (fj+1, . . . , fN ), g = (gj+1, . . . , gN ) and wf , sg ∈ Rj .
Therefore, rw = yjs implies that∑

f∈(Z≥0)N−j

rwfx
fj+1

j+1 · · ·xfNN =
∑

g∈(Z≥0)N−j

yjsgx
gj+1

j+1 · · ·xgNN .

Consequently, rwf = yjsf for all f ∈ (Z≥0)
N−j . Note that yj is a prime

element of Rj since s(j) > j, hence yjRj is a completely prime ideal of
Rj . Since we assume that r ̸∈ yjRj , we have that wf ∈ yjRj , for all

f ∈ (Z≥0)
N−j . Therefore, wf = yjuf , for some uf ∈ Rj . It follows that

there exists d ∈ R such that w = yjd ∈ yjR.

26



Proposition A.2. For all i, j ∈ [1, N ] with i ̸= j, we have that yiR∩yjR =
yiyjR.

Proof. Without loss of generality, we assume that i < j. Clearly, yiR ∩
yjR ⊇ yiyjR as yi and yj quasi-commute. For the reverse inclusion, let
x ∈ yiR ∩ yjR. Then, there exists w ∈ R such that x = yiw ∈ yjR. Since
yiw ∈ yjR, with yi ̸∈ yjRj (see Lemma 3.4), it follows from Lemma A.1
that w ∈ yjR. This implies that w = yjd, for some d ∈ R. Consequently,
x = yiw = yiyjd ∈ yiyjR. This establishes the reverse inclusion.

We are now ready to give the general proof of Theorem 3.6.

Proof of Theorem 3.6. We begin with some temporary notation. Given a
subset K ⊆ [1, N ], let

(Z≥0)
K := {(f1, . . . , fN ) ∈ (Z≥0)

N | fi = 0 for all i /∈ K},

and for f = (f1, . . . , fN ) ∈ (Z≥0)
K , let yf := yf11 · · · yfNN . We denote the

canonical basis of the free abelian group ZN by (ϵ1, . . . , ϵN ), so that ϵk is
the element of ZN with all of its coordinates equal to 0 except for the k-th
coordinate, which is 1.
The inclusion RE−1

I∩J ⊆ RE−1
I ∩RE−1

J is clear. For the reverse inclusion,

let x ∈ RE−1
I ∩ RE−1

J . As x ∈ RE−1
I , there is f ∈ (Z≥0)

I , minimal with

respect to the lexicographic order, so that yfx ∈ R. Suppose, by way of

contradiction, that x /∈ RE−1
I∩J . Then, f /∈ (Z≥0)

I∩J , so there is i /∈ I ∩ J

with fi > 0. As f ∈ (Z≥0)
I , it follows that i ∈ I \ J .

Let f ′ = f − ϵi ∈ (Z≥0)
I and set x′ = yf

′
x. By the minimality of f ,

x′ /∈ R. However, since the yk pairwise quasi-commute, we have yix
′ ∈ R

and x′ ∈ RE−1
J because x ∈ RE−1

J .

Repeating the argument above with x′, we deduce that there is g ∈ (Z≥0)
J ,

minimal with respect to the lexicographic order, so that ygx′ ∈ R. As x′ /∈ R,
there is some j such that gj > 0; in particular, j ∈ J and thus i ̸= j. Then,
using Proposition A.2 and the fact that the yk pairwise quasi-commute, we
get

yiy
gx′ ∈ yiR ∩ yjR = yiyjR.

Recalling that R is a domain, we deduce that yg
′
x′ ∈ R, for g′ = g − ϵj ∈

(Z≥0)
J . This contradicts the minimality of g ∈ (Z≥0)

J and this contradic-

tion implies that indeed x ∈ RE−1
I∩J .

B The normal elements in U+
q (g)

To have a complete proof that the Hypothesis ⋆ holds for U+
q (g), as stated

in Theorem 6.1, we need to show that the prime homogeneous elements

27



Y+∞ are precisely, up to re-ordering and scaling, the elements introduced
by Caldero in [5, 6]. We will sketch this here, following mostly [6] and the
notation therein (note that there are some divergences in notation from [5]
to [6]).
Fix a finite-dimensional complex simple Lie algebra g of rank n ≥ 1 with

P =
⊕n

i=1 Zϖi the integral weight lattice and P+ =
⊕n

i=1 Z≥0ϖi the set of
dominant integral weights, where ϖ1, . . . , ϖn are the fundamental weights.
Let w0 be the longest element of the Weyl group of g and denote by 1 +w0

and 1−w0 the endomorphisms 1P +w01P and 1P −w01P of P , respectively,
where 1P is the identity on P .
For each µ ∈ P+, there is a normal element es(µ) ∈ N(U+

q (g)) of weight
(1−w0)(µ) and these elements can be chosen so that es(µ+λ) = es(µ)es(λ), for
all λ, µ ∈ P+ (see [6, Section 1.5]). Since the set {es(µ) | µ ∈ P+} is linearly
independent, it follows that the elements ∆i := es(ϖi), with 1 ≤ i ≤ n,
generate a commutative polynomial subalgebra of N(U+

q (g)), of Gelfand–
Kirillov dimension n.
Let 0 ̸= y ∈ N(U+

q (g)). By [6, Théorème 2.2], there exist k ≥ 1, (distinct)
µ1, . . . , µk ∈ P+ with µi − µj ∈ ker(1 + w0) for all i, j, and λ1, . . . , λk ∈ K∗

such that

y =

k∑
i=1

λies(µi).

If we further assume that y is homogeneous, then we had the additional
condition that µi−µj ∈ ker(1−w0) for all i, j. As ker(1+w0)∩ker(1−w0) =
{0}. It follows that k = 1 and and y is a scalar multiple of some es(µ), with
µ ∈ P+. So, up to a nonzero scalar factor, the normal homogeneous elements
of U+

q (g) are exactly the monomials in the ∆i with 1 ≤ i ≤ n. Whence, with
the additional assumption that y is prime, we deduce that y is a nonzero
scalar multiple of ∆i, for some 1 ≤ i ≤ n. As, up to scalars, there are exactly
rk(R) = rk(g) = n homogeneous prime elements in R, it follows that, up to
scalars, Y+∞ = {∆1, . . . ,∆n}.

Theorem B.1. Let R = U+
q (g) and ∆i = es(ϖi) be as above. Then, up

to a nonzero scalar factor and a permutation of the indices, the elements
∆1, . . . ,∆n are precisely the prime homogeneous elements {yi}i∈s+∞ of R.
In particular, N(U+

q (g)) is a commutative polynomial algebra.
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+). Beiträge Algebra Geom., 35(1):13–

24, 1994.

[6] P. Caldero. Étude des q-commutations dans l’algèbre Uq(n
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